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#### Abstract

While the limit cycles of the piecewise differential systems in the plane $\mathbb{R}^{2}$ have been studied intensively during these last twenty years, this is not the case for the limit cycles of the piecewise differential systems in the space $\mathbb{R}^{3}$.

The goal of this article is to study the continuous and discontinuous piecewise differential systems in $\mathbb{R}^{3}$, formed by linear vector fields similar to planar centers separated by one or two parallel planes. We call those "center-type" differential systems, which have two pure imaginary numbers and zero as eigenvalues. When these kinds of piecewise differential systems are continuous or discontinuous separated by one plane, then they have no limit cycles. Also, if they are continuous separated by two planes, then generically they do not have limit cycles. But when the piecewise differential systems are discontinuous separated two parallel planes, we show that generically they can have at most four limit cycles, and that there exist such systems with four limit cycles. The genericity here means that the statements hold in a residual set of the space of parameters associated to the differential system.


We recall that the same problem but for discontinuous piecewise differential systems in $\mathbb{R}^{2}$ formed by linear differential centers separated by two parallel

[^0]straight lines have at most one limit cycle.
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## 1. Introduction and statement of the main results

The study of piecewise vector fields (PVF) goes back to Andronov, Vitt, and Khaikin [1] and still continues to receive strong attention from researchers. These last years a renewed interest has appeared in the mathematical commuof the piecewise vector fields, because these vector fields are widely used to model processes appearing in electronics, mechanics, economy, etc., see for instance the books [2] and [3] and the survey of [4] and the hundreds of references quoted in these last three works.

In this paper, we shall work with piecewise vector fields in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, and the definition of these vector fields on the separation line of their pieces in $\mathbb{R}^{2}$, or on the discontinuity region of their pieces in $\mathbb{R}^{3}$ follow the rules of Filippov [5], see a summary of these rules in Section 2 .

These last two decades the limit cycles of the piecewise differential systems 15 in the plane $\mathbb{R}^{2}$ have been studied intensively, see for instance [6] 30]. This is not the case for the limit cycles of the piecewise differential systems in the space $\mathbb{R}^{3}$.

A center of a differential system in the plane $\mathbb{R}^{2}$ is an equilibrium point $\mathbf{x}$ having a neighbourhood $U$ such that $U \backslash\{\mathbf{x}\}$ is filled of periodic orbits. A global ${ }_{20}$ center is a center $\mathbf{x}$ such that $\mathbb{R}^{2} \backslash\{\mathbf{x}\}$ is filled of periodic orbits. The notion of a center appeared already in the works of Poincaré [31] in 1881 and Dulac 32 ] in 1908.

One of the main objects in the study of the vector fields is the limit cycles. A limit cycle of a vector field is a periodic orbit isolated in the set of all periodic orbits of the vector field.

In the paper [28] it is proved that continuous and discontinuous piecewise vector fields in $\mathbb{R}^{2}$ formed by two pieces separated by one straight line and formed by two arbitrary linear centers cannot have limit cycles, and that also the continuous piecewise vector fields in $\mathbb{R}^{2}$ formed by three pieces separated
${ }_{30}$ by two parallel straight lines and formed by three arbitrary linear centers have no limit cycles. But the discontinuous piecewise differential systems separated by two parallel straight lines and formed by three arbitrary linear centers can have at most one limit cycle, and there are such systems which one limit cycle. The objective of this paper is to study a similar problem for continuous and discontinuous piecewise vector fields in $\mathbb{R}^{3}$.

In $\mathbb{R}^{3}$ there are no centers in the sense that there are no equilibrium points $\mathbf{x}$ having a neighborhood $U$ such that $U \backslash\{\mathbf{x}\}$ is filled with periodic orbits, see for instance [33].

The main goal of this paper is to study the limit cycles of the continuous 40 and discontinuous piecewise vector fields in $\mathbb{R}^{3}$ separated by one plane or by two parallel planes and formed by linear "center-type" vector fields of $\mathbb{R}^{3}$.

More precisely, we consider the linear vector field

$$
X(\mathbf{x})=\left(\begin{array}{lll}
A_{11} & A_{12} & A_{13}  \tag{1}\\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)+\left(\begin{array}{c}
B_{1} \\
B_{2} \\
B_{3}
\end{array}\right)=A \mathbf{x}+B
$$

where

$$
\begin{aligned}
& A_{11}=a_{1} a_{3} c_{2}+b_{1} b_{3} c_{2}-a_{1} a_{2} c_{3}-b_{1} b_{2} c_{3}, \\
& A_{12}=a_{2} a_{3} c_{2}+b_{2} b_{3} c_{2}-a_{2}^{2} c_{3}-b_{2}^{2} c_{3}, \\
& A_{13}=a_{3}^{2} c_{2}+b_{3}^{2} c_{2}-a_{2} a_{3} c_{3}-b_{2} b_{3} c_{3}, \\
& A_{21}=-a_{1} a_{3} c_{1}-b_{1} b_{3} c_{1}+a_{1}^{2} c_{3}+b_{1}^{2} c_{3}, \\
& A_{22}=-a_{2} a_{3} c_{1}-b_{2} b_{3} c_{1}+a_{1} a_{2} c_{3}+b_{1} b_{2} c_{3}, \\
& A_{23}=-a_{3}^{2} c_{1}-b_{3}^{2} c_{1}+a_{1} a_{3} c_{3}+b_{1} b_{3} c_{3}, \\
& A_{31}=a_{1} a_{2} c_{1}+b_{1} b_{2} c_{1}-a_{1}^{2} c_{2}-b_{1}^{2} c_{2}, \\
& A_{32}=a_{2}^{2} c_{1}+b_{2}^{2} c_{1}-a_{1} a_{2} c_{2}-b_{1} b_{2} c_{2}, \\
& A_{33}=a_{2} a_{3} c_{1}+b_{2} b_{3} c_{1}-a_{1} a_{3} c_{2}-b_{1} b_{3} c_{2},
\end{aligned}
$$

$$
\begin{aligned}
& B_{1}=a_{3} a_{4} c_{2}+b_{3} b_{4} c_{2}-a_{2} a_{4} c_{3}-b_{2} b_{4} c_{3} \\
& B_{2}=-a_{3} a_{4} c_{1}-b_{3} b_{4} c_{1}+a_{1} a_{4} c_{3}+b_{1} b_{4} c_{3} \\
& B_{3}=a_{2} a_{4} c_{1}+b_{2} b_{4} c_{1}-a_{1} a_{4} c_{2}-b_{1} b_{4} c_{2}
\end{aligned}
$$

The vector field (1) is obtained after applying the affine transformation

$$
(x, y, z) \mapsto\left(a_{1} x+a_{2} y+a_{3} z+a_{4}, b_{1} x+b_{2} y+b_{3} z+b_{4}, c_{1} x+c_{2} y+c_{3} z+c_{4}\right)
$$

with inverse

$$
\begin{aligned}
(x, y, z) \mapsto & \frac{-1}{\operatorname{det}(A)}\left(a_{4} b_{3} c_{2}-a_{3} b_{4} c_{2}-a_{4} b_{2} c_{3}+a_{2} b_{4} c_{3}+a_{3} b_{2} c_{4}-a_{2} b_{3} c_{4}\right. \\
& -b_{3} c_{2} x+b_{2} c_{3} x+a_{3} c_{2} y-a_{2} c_{3} y-a_{3} b_{2} z+a_{2} b_{3} z,-a_{4} b_{3} c_{1} \\
& +a_{3} b_{4} c_{1}+a_{4} b_{1} c_{3}-a_{1} b_{4} c_{3}-a_{3} b_{1} c_{4}+a_{1} b_{3} c_{4}+b_{3} c_{1} x-b_{1} c_{3} x \\
& -a_{3} c_{1} y+a_{1} c_{3} y+a_{3} b_{1} z-a_{1} b_{3} z, a_{4} b_{2} c_{1}-a_{2} b_{4} c_{1}-a_{4} b_{1} c_{2} \\
& +a_{1} b_{4} c_{2}+a_{2} b_{1} c_{4}-a_{1} b_{2} c_{4}-b_{2} c_{1} x+b_{1} c_{2} x+a_{2} c_{1} y-a_{1} c_{2} y \\
& \left.-a_{2} b_{1} z+a_{1} b_{2} z\right) .
\end{aligned}
$$

to the linear differential system

$$
\begin{equation*}
\dot{x}=-y, \quad \dot{y}=x, \quad \dot{z}=0 \tag{2}
\end{equation*}
$$

which has the two independent first integrals $f_{1}(\mathbf{x})=x^{2}+y^{2}$ and $f_{2}(\mathbf{x})=z$. Here we assume that $\operatorname{det}(A)=-a_{3} b_{2} c_{1}+a_{2} b_{3} c_{1}+a_{3} b_{1} c_{2}-a_{1} b_{3} c_{2}-a_{2} b_{1} c_{3}+$ $a_{1} b_{2} c_{3} \neq 0$. We emphasize the genericity in this paper means that some result

45 holds in a residual set.
Note that the linear differential system (2) in $\mathbb{R}^{3}$ has the full $z$-axis filled with singular points, and on the invariant planes $z=z_{0}=$ constant we have a global center at $\left(0,0, z_{0}\right)$, i.e. all the periodic orbits surrounding the center $\left(0,0, z_{0}\right)$ in the plane $z=z_{0}$ fill this plane with the exception of the singular point $\left(0,0, z_{0}\right)$.

In this paper the linear differential system in $\mathbb{R}^{3}$ defined by a vector fields $X$ will be called a linear center or simply a center in $\mathbb{R}^{3}$.

Changing the parameters $\left(a_{i}, b_{i}, c_{i}\right)$ of the vector field $X(\mathbf{x})$ to $\left(\alpha_{i}, \beta_{i}, \gamma_{i}\right)$ for $i=1,2,3$ we get another linear vector field $Y(\mathbf{x})=C \mathbf{x}+D$.

For any piecewise vector field in $\mathbb{R}^{3}$ formed by two pieces and separated by one plane we can assume without loss of generality, after an affine change in $\mathbb{R}^{2}$ if necessary, that such a plane is the plane $x=0$.

We define the piecewise vector field $N=(X, Y)$ in $\mathbb{R}^{3}$ of two pieces separated by the plane $x=0$ and formed by the two centers $X$ and $Y$ of $\mathbb{R}^{3}$ as

$$
N(\mathbf{x})=\left\{\begin{array}{l}
X(\mathbf{x})=A \mathbf{x}+B, \text { if } x \geq 0 \\
Y(\mathbf{x})=C \mathbf{x}+D, \text { if } x \leq 0
\end{array}\right.
$$

If $X=Y$ on the plane $x=0$ we say that the piecewise vector field $N$ is continuous, and if $X \neq Y$ on the plane $x=0$ we say that the piecewise vector have the following two results.

Theorem 1.1. A piecewise vector field in $\mathbb{R}^{3}$ separated by one plane and formed by two linear centers $X$ and $Y$ has no limit cycles.

The limit cycles of Theorem 1.1 are crossing limit cycles, see for details the last part of Section 2.

If we assume that the discontinuity region of a piecewise vector field in $\mathbb{R}^{3}$ is formed by two parallel planes, then without loss of generality we can assume, after an affine change in $\mathbb{R}^{3}$ if necessary, that these parallel planes are the planes $x=1$ and $x=-1$.

We consider piecewise vector fields separated by the planes $x= \pm 1$ and formed by three centers $X, Y$ and $Z$, where $Z(\mathbf{x})=E \mathbf{x}+F$ is obtained from $X$ changing the coefficients $\left(a_{i}, b_{i}, c_{i}\right)$ by $\left(A_{i}, B_{i}, C_{i}\right)$ for $i=1,2,3$.

More precisely, we define the piecewise vector field $M=(X, Y, Z)$ in $\mathbb{R}^{3}$ of three pieces separated by the two planes $x= \pm 1$ and formed by the three centers $X, Y$ and $Z$ of $\mathbb{R}^{3}$ as

$$
M(\mathbf{x})=\left\{\begin{array}{l}
X(\mathbf{x})=A \mathbf{x}+B, \text { if } x \geq 1 \\
Y(\mathbf{x})=C \mathbf{x}+D, \text { if }-1 \leq x \leq 1 \\
Z(\mathbf{x})=E \mathbf{x}+F, \text { if } x \leq-1
\end{array}\right.
$$

As in the case when the discontinuity line was formed by a unique plane, now we can consider continuous and discontinuous piecewise vector fields. Our main results for the piecewise vector fields $M$ are the following two theorems.

Theorem 1.2. A continuous piecewise vector field separated by two parallel planes and formed by three linear centers $X, Y$ and $Z$ generically has no limit cycles.

We notice that our parameter space is $\mathbb{R}^{36}$. Thus, when we claim that the continuous piecewise vector field has generically no limit cycle we mean that it has no limit cycles in a residual set of $\mathbb{R}^{36}$. It other others, the possible scenario where the result could not be verified has measure zero (here we can assume Lebesgue measure).

Theorem 1.3. A discontinuous piecewise vector field separated by two parallel ${ }^{55}$ planes and formed by three linear centers $X, Y$ and $Z$ generically has at most four limit cycles, and we provide one of these piecewise vector fields with exactly four limit cycles.

The meaning of genericity in the statement of Theorem 1.3 is the same as in Theorem 1.2. Again the limit cycles of Theorems 1.2 and 1.3 are crossing limit 90 cycles, see for details the last part of Section 2. The proofs of Theorems 1.1 , 1.2 and 1.3 are given in the Section 3

## 2. Filippov rules for defining the piecewise vector fields

Following the Filippov rules introduced in [5] we first consider an open set $U \subset \mathbb{R}^{3}$ and the discontinuity region $\Sigma=f^{-1}(0)$ being 0 a regular value of a ${ }_{95} \quad C^{r}$ smooth function $f: U \subset \mathbb{R}^{3} \rightarrow \mathbb{R}$, for $1 \leq r \leq \infty$. As usual a $C^{r}$ vector field is a $C^{r}$ function $X: U \rightarrow \mathbb{R}^{3}$. The set of $C^{r}$ vector fields over $\mathbb{R}^{3}$ will denoted by $\mathfrak{X}^{r}\left(\mathbb{R}^{3}\right)$.

Let $X_{i} \in \mathfrak{X}^{r}\left(\mathbb{R}^{3}\right)$ be arbitrary vector fields, with $i=1, \ldots, n$ where $n$ is the number of connected components $D_{i}$ of $\mathbb{R}^{3} \backslash \Sigma$. We denote a (non-smooth)
piecewise vector field in $\mathbb{R}^{3}$ by the $n$-tuple $N=\left(X_{1}, \ldots, X_{n}\right)$ where

$$
N(\mathbf{x})=X_{i}(\mathbf{x}), \quad \text { if } \mathbf{x} \text { in } D_{i}
$$

here $\mathbf{x}=(x, y, z) \in \mathbb{R}^{3}$. We note that on the discontinuity region $\Sigma$ the piecewise vector field $N$ is bi-valuated.

Now we precisely define $N=(X, Y)$ over $\Sigma$. A point $\mathbf{x} \in \Sigma$ is of crossing type if vector fields $X(\mathbf{x})$ and $Y(\mathbf{x})$ points in the same direction respect to $\Sigma$. It is of sliding type if both $X(\mathbf{x})$ and $Y(\mathbf{x})$ points inward $\Sigma$ and it is of escaping type if $X(\mathbf{x})$ and $Y(\mathbf{x})$ points outward $\Sigma$. In each situation we are assuming that the trajectories of $X$ and $Y$ are transversal to $\Sigma$. Otherwise we say that a point $\mathbf{x} \in \Sigma$ is a tangency point of $X$ or $Y$.

An effective criterion for classifying points on the discontinuity region $\Sigma$ can be established in terms of the Lie derivatives as follows. We define the Lie derivative at $\mathbf{x} \in \Sigma$ as

$$
X f(\mathbf{x})=\langle\nabla f(\mathbf{x}), X(\mathbf{x}),\rangle
$$

and for $k \geq 2$ we define $X^{k} f(\mathbf{x})=\left\langle\nabla X^{k-1} f(\mathbf{x}), X(\mathbf{x})\right\rangle$. The transversal points on $\Sigma$ with respect to the vector fields $X$ and $Y$ are classified as follows:

- Crossing region: $\Sigma^{c}=\{\mathbf{x} \in \Sigma,(X f(\mathbf{x})) \cdot(Y f(\mathbf{x}))>0\}$, formed by crossing points.
- Sliding region: $\Sigma^{s}=\{\mathbf{x} \in \Sigma, X f(\mathbf{x})<0$ and $Y f(\mathbf{x})>0\}$, formed by sliding points.
- Escaping region: $\Sigma^{e}=\{\mathbf{x} \in \Sigma, X f(\mathbf{x})>0$ and $Y f(\mathbf{x})<0\}$, formed by escaping points.

Filippov's convention [5] allows to define of two kinds of limit cycles for the piecewise vector fields, the so-called sliding limit cycles and the crossing limit cycles. Sliding limit cycles contain sliding points on the line of discontinuity and crossing limit cycles contain only crossing points. Here we only work with crossing limit cycles, or simply limit cycles.

## 3. Proof of the results

 linear differential system in $\mathbb{R}^{3}$ separated by one plane and formed by two centers $X$ and $Y$. Without loss of generality, we can suppose that the plane is $x=0$.The continuous hypothesis, $X(\mathbf{x})=Y(\mathbf{x})$ at $(x, y, z)=\left(0, y_{0}, z_{0}\right)$, provides 3 polynomial equations of degree 1 in the variables $y_{0}$ and $z_{0}$, each equation corresponding to the coordinates of the involved vector fields. They write

$$
\begin{aligned}
& \left(B_{1}-D_{1}\right)+\left(A_{12}-C_{12}\right) y_{0}+\left(A_{13}-C_{13}\right) z_{0}=0 \\
& \left(B_{2}-D_{2}\right)+\left(A_{22}-C_{22}\right) y_{0}+\left(A_{23}-C_{23}\right) z_{0}=0 \\
& \left(B_{3}-D_{3}\right)+\left(A_{32}-C_{32}\right) y_{0}+\left(A_{33}-C_{33}\right) z_{0}=0
\end{aligned}
$$

Thus we get 9 cubic equations for the parameters, looking at each coefficient, $B_{i}-D_{i}=0, A_{i 2}-C_{i 2}=0$ and $A_{i 3}-C_{i 3}=0$ for $i=1,2,3$. From those equations we get 7 parameters $b_{4}, b_{1}, a_{1}, b_{2}, a_{2}, \alpha_{1}, \beta_{1}$ in terms of the other ones, as solution of the system.

If the continuous piecewise differential system has a limit cycle, this must intersect the plane $x=0$ in two points $\left(0, y_{0}, z_{0}\right)$ and $\left(0, y_{1}, z_{1}\right)$ with $\left(y_{0}, z_{0}\right) \neq$ $\left(y_{1}, z_{1}\right)$. For the vector field $X$ we have the first integrals

$$
\begin{aligned}
& F_{1}(\mathbf{x})=\left(a_{4}+a_{1} x+a_{2} y+a_{3} z\right)^{2}+\left(b_{4}+b_{1} x+b_{2} y+b_{3} z\right)^{2} \\
& F_{2}(\mathbf{x})=c_{4}+c_{1} x+c_{2} y+c_{3} z
\end{aligned}
$$

and for the vector field $Y$ the first integrals

$$
\begin{aligned}
& G_{1}(\mathbf{x})=\left(\alpha_{1} x+\alpha_{2} y+\alpha_{3} z+\alpha_{4}\right)^{2}+\left(\beta_{1} x+\beta_{2} y+\beta_{3} z+\beta_{4}\right)^{2} \\
& G_{2}(\mathbf{x})=\gamma_{1} x+\gamma_{2} y+\gamma_{3} z+\gamma_{4}
\end{aligned}
$$

Clearly that the two points $\left(0, y_{0}, z_{0}\right)$ and $\left(0, y_{1}, z_{1}\right)$ with $\left(y_{0}, z_{0}\right) \neq\left(y_{1}, z_{1}\right)$ where the limit cycles intersects the plane $x=0$ must satisfy the system of four equations

$$
e_{1}=F_{1}\left(0, y_{0}, z_{0}\right)-F_{1}\left(0, y_{1}, z_{1}\right)=0
$$

$$
\begin{aligned}
& e_{2}=F_{2}\left(0, y_{0}, z_{0}\right)-F_{2}\left(0, y_{1}, z_{1}\right)=0 \\
& e_{3}=G_{1}\left(0, y_{0}, z_{0}\right)-G_{1}\left(0, y_{1}, z_{1}\right)=0 \\
& e_{4}=G_{2}\left(0, y_{0}, z_{0}\right)-G_{2}\left(0, y_{1}, z_{1}\right)=0
\end{aligned}
$$

Since the unique solution of this system is $y_{0}=y_{1}$ and $z_{0}=z_{1}$, it follows that the continuous piecewise differential system formed by the centers $X$ and $Y$ has no limit cycles.

The discontinuous case. Assume that we have a discontinuous piecewise linear differential system in $\mathbb{R}^{3}$ separated by one plane and formed by two centers $X$ and $Y$. Without loss of generality we can suppose that the plane is $x=0$.

Then a limit cycle intersects the plane $x=0$ in the two points $\left(0, y_{0}, z_{0}\right)$ and $\left(0, y_{1}, z_{1}\right)$ with $\left(y_{0}, z_{0}\right) \neq\left(y_{1}, z_{1}\right)$. The vector fields $X$ and $Y$ have the first integrals $F_{1}(\mathbf{x}), F_{2}(\mathbf{x})$ and $G_{1}(\mathbf{x}), G_{2}(\mathbf{x})$ respectively, given in the proof of Theorem 1.1. As in that proof the two points $\left(0, y_{0}, z_{0}\right)$ and $\left(0, y_{1}, z_{1}\right)$ must satisfy

$$
\begin{aligned}
& e_{1}=F_{1}\left(0, y_{0}, z_{0}\right)-F_{1}\left(0, y_{1}, z_{1}\right)=0 \\
& e_{2}=F_{2}\left(0, y_{0}, z_{0}\right)-F_{2}\left(0, y_{1}, z_{1}\right)=0 \\
& e_{3}=G_{1}\left(0, y_{0}, z_{0}\right)-G_{1}\left(0, y_{1}, z_{1}\right)=0 \\
& e_{4}=G_{2}\left(0, y_{0}, z_{0}\right)-G_{2}\left(0, y_{1}, z_{1}\right)=0
\end{aligned}
$$

Computing the Gröebner basis of the polynomials $e_{1}, e_{2}, e_{3}$ and $e_{4}$ respect to the variables $y_{0}, z_{0}, y_{1}$ and $z_{1}$, we obtain an equivalent polynomial system to $e_{1}=e_{2}=e_{3}=e_{4}=0$ formed by 59 equations. One of those ones is $\left(z_{1}-z_{0}\right)\left(c_{3} \gamma_{2}-c_{2} \gamma_{3}\right)=0$.

Assume that $c_{3} \gamma_{2}-c_{2} \gamma_{3}$ is not zero. Then $z_{1}=z_{0}$. Therefore $e_{4}=\left(y_{0}-\right.$ $\left.y_{1}\right) \gamma_{2}$. Since $y_{1}$ cannot be equal to $y_{0}$, otherwise the point $\left(0, y_{0}, z_{0}\right)$ would be equal to $\left(0, y_{1}, z_{1}\right)$, we have that $\gamma_{2}=0$. Then $e_{2}=\left(y_{0}-y_{1}\right) c_{2}=0$, so $c_{2}=0$, in contradiction with the assumption that $c_{3} \gamma_{2}-c_{2} \gamma_{3}$ is not zero. Therefore in
what follows we can assume that $c_{3} \gamma_{2}-c_{2} \gamma_{3}=0$ and that $z_{0} \neq z_{1}$. Now we consider two cases.

Case 1: $c_{2}$ is not zero. Then $\gamma_{3}=c_{3} \gamma_{2} / c_{2}$. Doing again the Gröebner basis of the polynomials $e_{1}, e_{2}, e_{3}$ and $e_{4}$ respect to the variables $y_{0}, z_{0}, y_{1}$ and $z_{1}$, we obtain an equivalent polynomial system with eight equations. After removing the non-zero factor $z_{0}-z_{1}$ from the equations having such a factor, all these are linear in the variables $y_{0}, z_{0}, y_{1}$ and $z_{1}$ except one equation. These equations can be solved and we obtain a continuum of solutions. Consequently, again we do not have limit cycles in this case.

Case 2: $c_{2}=0$. Then $e_{2}=c_{3}\left(z_{0}-z_{1}\right)=0$. Hence $c_{3}=0$. It remains three equations $e_{1}=e_{3}=e_{4}=0$ and four unknowns. we obtain a continuum of solutions. Consequently again we do not have limit cycles in this case.

Proof of Theorem 1.2. The continuous hypotheses that $X(\mathbf{x})=Y(\mathbf{x})$ at $(x, y, z)$ $=\left(1, y_{0}, z_{0}\right)$ and $Y(\mathbf{x})=Z(\mathbf{x})$ at $(x, y, z)=\left(-1, y_{1}, z_{1}\right)$, provide 6 polynomial equations of degree 1 in the variables $y_{0}, z_{0}, y_{1}$ and $z_{1}$, each equation corresponding to the coordinates of the involved vector fields. Thus, similarly to the proof of Theorem 1.1, we get 18 equations for the parameters, looking at each coefficient. From that system we get 13 parameters, which satisfy the whole equations, $b_{4}, b_{1}, a_{1}, b_{2}, a_{2}, \alpha_{1}, \beta_{1}, B_{4}, B_{1}, A_{1}, B_{2}, A_{2}$ and $\gamma_{1}$ in terms of the other ones.

The vector fields $X$ and $Y$ have the first integrals $F_{1}(\mathbf{x}), F_{2}(\mathbf{x})$ and $G_{1}(\mathbf{x})$, $G_{2}(\mathbf{x})$, respectively. For the vector field $Z$ we have the firsts integrals

$$
\begin{aligned}
& H_{1}(\mathbf{x})=\left(A_{1} x+A_{2} y+A_{3} z+A_{4}\right)^{2}+\left(B_{1} x+B_{2} y+B_{3} z+B_{4}\right)^{2} \\
& H_{2}(\mathbf{x})=C_{1} x+C_{2} y+C_{3} z+C_{4}
\end{aligned}
$$

A possible limit cycle intersects at the points $\left(1, y_{0}, z_{0}\right)$ and $\left(1, y_{3}, z_{3}\right)$ the plane $x=1$, and at the points $\left(-1, y_{1}, z_{1}\right)$ and $\left(-1, y_{2}, z_{2}\right)$ in the plane $x=-1$, with $\left(y_{0}, z_{0}\right) \neq\left(y_{3}, z_{3}\right)$ and $\left(y_{1}, z_{1}\right) \neq\left(y_{2}, z_{2}\right)$. These four points have to satisfy the following system of equations for $\left(y_{0}, y_{1}, y_{2}, y_{3}, z_{0}, z_{1}, z_{2}, z_{3}\right)$.

$$
e_{1}=F_{1}\left(1, y_{3}, z_{3}\right)-F_{1}\left(1, y_{0}, z_{0}\right)=0
$$

$$
\begin{aligned}
& e_{2}=F_{2}\left(1, y_{3}, z_{3}\right)-F_{2}\left(1, y_{0}, z_{0}\right)=0 \\
& e_{3}=G_{1}\left(1, y_{0}, z_{0}\right)-G_{1}\left(-1, y_{1}, z_{1}\right)=0 \\
& e_{4}=G_{2}\left(1, y_{0}, z_{0}\right)-G_{2}\left(-1, y_{1}, z_{1}\right)=0 \\
& e_{5}=H_{1}\left(-1, y_{1}, z_{1}\right)-H_{1}\left(-1, y_{2}, z_{2}\right)=0 \\
& e_{6}=H_{2}\left(-1, y_{1}, z_{1}\right)-H_{2}\left(-1, y_{2}, z_{2}\right)=0 \\
& e_{7}=G_{1}\left(-1, y_{2}, z_{2}\right)-G_{1}\left(1, y_{3}, z_{3}\right)=0 \\
& e_{8}=G_{2}\left(-1, y_{2}, z_{2}\right)-G_{2}\left(1, y_{3}, z_{3}\right)=0
\end{aligned}
$$

Using the even equations we get that

$$
\begin{aligned}
& z_{1}= \frac{2\left(c_{1} C_{2} \gamma_{3}-c_{1} \gamma_{2} C_{3}-C_{1} c_{2} \gamma_{3}+C_{1} \gamma_{2} c_{3}\right)}{\gamma_{3}\left(C_{2} c_{3}-c_{2} C_{3}\right)}+\frac{\gamma_{2} y_{0}}{\gamma_{3}}-\frac{\gamma_{2} y_{1}}{\gamma_{3}}+z_{0} \\
& z_{2}= \frac{2\left(c_{1} C_{2} \gamma_{3}-c_{1} \gamma_{2} C_{3}-C_{1} c_{2} \gamma_{3}+C_{1} \gamma_{2} c_{3}\right)}{\gamma_{3}\left(C_{2} c_{3}-c_{2} C_{3}\right)}-\frac{y_{1}\left(\gamma_{2} C_{3}-C_{2} \gamma_{3}\right)}{\gamma_{3} C_{3}} \\
&-\frac{C_{2} y_{2}}{C_{3}}+\frac{\gamma_{2} y_{0}}{\gamma_{3}}+z_{0} \\
& y_{3}=-\frac{c_{3} y_{1}\left(\gamma_{2} C_{3}-C_{2} \gamma_{3}\right)}{C_{3}\left(\gamma_{2} c_{3}-c_{2} \gamma_{3}\right)}+\frac{c_{3} y_{2}\left(\gamma_{2} C_{3}-C_{2} \gamma_{3}\right)}{C_{3}\left(\gamma_{2} c_{3}-c_{2} \gamma_{3}\right)}+y_{0} \\
& z_{3}=\frac{c_{2} y_{1}\left(\gamma_{2} C_{3}-C_{2} \gamma_{3}\right)}{C_{3}\left(\gamma_{2} c_{3}-c_{2} \gamma_{3}\right)}-\frac{c_{2} y_{2}\left(\gamma_{2} C_{3}-C_{2} \gamma_{3}\right)}{C_{3}\left(\gamma_{2} c_{3}-c_{2} \gamma_{3}\right)}+z_{0}
\end{aligned}
$$

Note that we are assuming that all the denominators which appear in the previous expressions of $z_{1}, z_{2}, y_{3}$ and $z_{3}$ are non-zero. That is, we are solving the system $e_{1}=0, \ldots, e_{8}=0$, in the more generic case, i.e. when the mentioned denominators do not vanish, and the denominators which will appear solving the remaining equations $e_{1}=e_{3}=e_{5}=e_{7}=0$ do not vanish.

Then we have $e_{1}=e_{3}=e_{5}=e_{7}=0$ for solving $y_{0}, y_{1}, y_{2}, z_{0}$. From $e_{1}=0$ and $e_{3}=0$ we can find $y_{2}$ and $z_{0}$, respectively. Substituting $y_{2}$ and $z_{0}$ in $e_{5}$ and $e_{7}$, we find that $y_{1}=y_{0}+2\left(C_{1} c_{3}-c_{1} C_{3}\right) /\left(C_{2} c_{3}-c_{2} C_{3}\right)$ vanishes both equations. So we have a continuum of periodic orbits and no limit cycles.

Proof of Theorem 1.3. We consider such a possible limit cycle which intersects at the points $\left(1, y_{0}, z_{0}\right)$ and $\left(1, y_{3}, z_{3}\right)$ the plane $x=1$ and at the points
$\left(-1, y_{1}, z_{1}\right)$ and $\left(-1, y_{2}, z_{2}\right)$ the plane $x=-1$, with $\left(y_{0}, z_{0}\right) \neq\left(y_{3}, z_{3}\right)$ and $\left(y_{1}, z_{1}\right) \neq\left(y_{2}, z_{2}\right)$. The vector fields $X, Y$ and $Z$ have the first integrals $F_{1}(\mathbf{x}), F_{2}(\mathbf{x}), G_{1}(\mathbf{x}), G_{2}(\mathbf{x})$ and $H_{1}(\mathbf{x}), H_{2}(\mathbf{x})$, respectively.

These four points must satisfy the following systems of equations for the variables $\left(y_{0}, y_{1}, y_{2}, y_{3}, z_{0}, z_{1}, z_{2}, z_{3}\right)$.

$$
\begin{aligned}
& e_{1}=F_{1}\left(1, y_{3}, z_{3}\right)-F_{1}\left(1, y_{0}, z_{0}\right)=0 \\
& e_{2}=F_{2}\left(1, y_{3}, z_{3}\right)-F_{2}\left(1, y_{0}, z_{0}\right)=0 \\
& e_{3}=G_{1}\left(1, y_{0}, z_{0}\right)-G_{1}\left(-1, y_{1}, z_{1}\right)=0 \\
& e_{4}=G_{2}\left(1, y_{0}, z_{0}\right)-G_{2}\left(-1, y_{1}, z_{1}\right)=0 \\
& e_{5}=H_{1}\left(-1, y_{1}, z_{1}\right)-H_{1}\left(-1, y_{2}, z_{2}\right)=0 \\
& e_{6}=H_{2}\left(-1, y_{1}, z_{1}\right)-H_{2}\left(-1, y_{2}, z_{2}\right)=0 \\
& e_{7}=G_{1}\left(-1, y_{2}, z_{2}\right)-G_{1}\left(1, y_{3}, z_{3}\right)=0 \\
& e_{8}=G_{2}\left(-1, y_{2}, z_{2}\right)-G_{2}\left(1, y_{3}, z_{3}\right)=0
\end{aligned}
$$

Using the even equations we get

$$
\begin{aligned}
z_{1} & =z_{0}+\frac{2 \gamma_{1}}{\gamma_{3}}+\frac{y_{0} \gamma_{2}}{\gamma_{3}}-\frac{y_{1} \gamma_{2}}{\gamma_{3}} \\
z_{2} & =-\frac{C_{2} y_{2}}{C_{3}}+z_{0}+\frac{2 \gamma_{1}}{\gamma_{3}}+\frac{y_{0} \gamma_{2}}{\gamma_{3}}-\frac{y_{1}\left(C_{3} \gamma_{2}-C_{2} \gamma_{3}\right)}{C_{3} \gamma_{3}} \\
y_{3} & =y_{0}-\frac{c_{3} y_{1}\left(C_{3} \gamma_{2}-C_{2} \gamma_{3}\right)}{C_{3}\left(c_{3} \gamma_{2}-c_{2} \gamma_{3}\right)}+\frac{c_{3} y_{2}\left(C_{3} \gamma_{2}-C_{2} \gamma_{3}\right)}{C_{3}\left(c_{3} \gamma_{2}-c_{2} \gamma_{3}\right)} \\
z_{3} & =z_{0}+\frac{c 2 y_{1}\left(C_{3} \gamma_{2}-C_{2} \gamma_{3}\right)}{C_{3}\left(c_{3} \gamma_{2}-c_{2} \gamma_{3}\right)}-\frac{c_{2} y_{2}\left(C_{3} \gamma_{2}-C_{2} \gamma_{3}\right)}{C_{3}\left(c_{3} \gamma_{2}-c_{2} \gamma_{3}\right)}
\end{aligned}
$$

Again note that we are assuming that all the denominators which appear in the previous expressions of $z_{1}, z_{2}, y_{3}$ and $z_{3}$, are non-zero. That is, we are solving the system $e_{1}=0, \ldots, e_{8}=0$, in the more generic case, i.e. when the mentioned denominators do not vanish, and the denominators which will appear solving the remaining equations $e_{1}=e_{3}=e_{5}=e_{7}=0$ do not vanish.

| EqVar | $y_{0}$ | $y_{1}$ | $y_{2}$ | $z_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | 1 | 1 | 1 | 1 |
| $e_{3}$ | 2 | 2 | 0 | 1 |
| $e_{5}$ | 1 | 1 | 1 | 1 |
| $e_{7}$ | 2 | 2 | 2 | 1 |

Table 1: Maximum exponent for each variable in the polynomials $e_{k}$ for $k=1,3,5,7$.

We substitute the obtained values of $y_{3}, z_{1}, z_{2}$ and $z_{3}$ in the equations $e_{k}=0$ for $k=1,3,5,7$.

It remains to solve the equations $e_{1}=e_{3}=e_{5}=e_{7}=0$ with respect to the unknowns $y_{0}, y_{1}, y_{2}$ and $z_{0}$. We do not provide the big explicit expressions of the equations $e_{1}=e_{3}=e_{5}=e_{7}=0$, which are easy to obtain with some algebraic manipulator as Mathematica or Mapple.

The equations $e_{1}=0$ and $e_{5}=0$ are both of degree one, see Table 1. Thus we can find the variables $y_{0}$ and $y_{1}$ as linear functions of the variables $y_{2}$ and of $z_{0}$.

Substituting the expressions of $y_{0}$ and $y_{1}$ into the remaining equations $e_{3}=0$ and $e_{7}=0$ we obtain two polynomial equations of degree two in the variables $z_{0}$ and $y_{2}$. Again we do not provide the huge explicit expressions of the equations $e_{3}=0$ and $e_{7}=0$ which will need several pages for writing them.

Applying the Bézout Theorem (see [34) to this system we know that at most there are four real solutions for $\left(y_{2}, z_{0}\right)$, which can produce four limit cycles substituting these solutions in the previously obtained expressions of $\left(y_{0}, y_{1}, y_{3}, z_{1}, z_{2}, z_{3}\right)$. Hence the first part of Theorem 1.3 is proved.

In order to complete the proof of Theorem 1.3 we provide a discontinuous piecewise differential system in $\mathbb{R}^{3}$ formed by three centers and separated by two parallel planes, obtained numerically following the ideas described in 35 ] with an absolute tolerance of $10^{-15}$. Using the notation of the first part of the proof of Theorem 1.3 , the center given by the vector field $X$ is obtained for the
values of the parameters

$$
\begin{array}{ll}
a_{1}=13.708561862548212 . ., & b_{1}=-2.0668139685572826 . . \\
a_{2}=-0.46436203202470083 . ., & b_{2}=-2.1162121013313744 . . \\
a_{3}=-1.5737561143110694 . ., & b_{3}=-0.30359559321560803 . . \\
a_{4}=-5.2597752179200175 . ., & b_{4}=-3.837509139027315 . . \\
c_{1}=1, \quad c_{2}=-0.938643702906351 . ., & c_{3}=1, \quad c_{4}=1
\end{array}
$$

For the vector field $Y$ we have that

$$
\begin{array}{ll}
\alpha_{1}=2, \quad \alpha_{2}=-5, & \alpha_{3}=-7, \quad \alpha_{4}=-11 \\
\beta_{1}=-3, \quad \beta_{2}=1, & \beta_{3}=3, \quad \beta_{4}=1 \\
\gamma_{1}=0.454545454545454, & \gamma_{2}=-0.5454545454545444, \quad \gamma_{3}=1, \quad \gamma_{4}=6
\end{array}
$$

And the vector field $Z$ is given by

$$
\begin{array}{ll}
A_{1}=-3.840000000006582, & A_{2}=5, \quad A_{3}=0, \quad A_{4}=14 \\
B_{1}=1, \quad B_{2}=12, & B_{3}=11, \quad B_{4}=14 \\
C_{1}=2, \quad C_{2}=-4, & C_{3}=5, \quad C_{4}=-8
\end{array}
$$

When we have computed $\left(y_{3}, z_{1}, z_{2}, z_{3}\right)$ from $e_{2}=e_{4}=e_{6}=e_{8}=0$ in the last proof, it remains the equations $e_{1}=e_{3}=e_{5}=e_{7}=0$ for computing $\left(y_{0}, y_{1}, y_{2}, z_{0}\right)$. From the equation $e_{1}=0$ the variable $y_{2}$ appears linearly and we obtain $y_{2}=P_{y_{2}}\left(y_{0}, y_{1}, z_{0}\right)$. Now from the equation $e_{5}=0$ the variable $y_{1}$ appears linearly and we have $y_{1}=P_{y_{1}}\left(y_{0}, z_{0}\right)$. From the polynomial equations $e_{3}=e_{7}=0$ both of degree two, we can obtain the four solutions for $\left(y_{0}, z_{0}\right)$, and from these four solutions we obtain the intersection points $\left(y_{0}, z_{0}, y_{1}, z_{1}\right.$, $y_{2}, z_{2}, y_{3}, z_{3}$ ) of our limit cycles with the two planes of discontinuity, see Figure 1. which are

$$
\begin{gathered}
(0.8978733932366719 . .,-2.2444618685679187 . .,-0.8476262083331095 . ., \\
-2.2874616512423445 . ., 0.885305277605572 . .,-0.901116462491399 . ., \\
2.0197502924959307 . .,-1.1914191816421125 . .), \\
(2.618593513041539 . .,-2.017041157299665 . ., 1.6304557768236465 . ., \\
-1.6469344679639704 . .,-0.25095559475947454 . .,-3.152063565230467 . ., \\
1.4005927017518383 . .,-3.1603099489515696 . .),
\end{gathered}
$$



Figure 1: The four limit cycles, vector fields X (red), Y (blue) and Z (green).

$$
\begin{gathered}
(0.5348395678273713 . .,-1.7034390938102253 . .,-1.2941046025617466 . ., \\
-1.7919540958406528 . ., 0.47916792990915597 . .,-0.3733360698639303 . ., \\
1.6828327264792675 . .,-0.6258825444620513 . .), \\
(1.7558413358089768 . .,-3.9459570275133773 . ., 0.15273809964405125 . ., \\
-3.911286065421518 . ., 2.3088449504708346 . .,-2.1864005847600914 . ., \\
3.1516763632780256 . .,-2.635765268683441 . .) .
\end{gathered}
$$

## 4. Conclusions

We have shown that from the four classes of piecewise differential systems in $\mathbb{R}^{3}$ here studied, generically the only ones having limit cycles are the discontinuous piecewise differential systems in $\mathbb{R}^{3}$ separated by two parallel planes and formed by three centers having at most four limit cycles, see Theorem 1.3 .

We remark that the discontinuous piecewise differential systems in $\mathbb{R}^{2}$ separated by two parallel straight lines and formed by three linear differential centers can have at most one limit cycle, see [28].

## Acknowledgments

The first author is partially supported by PDSE-CAPES grant 88881. 624523/202101 and DS-CAPES 88882.386238/2019-01.

The second author is partially supported by the Agencia Estatal de Investigación grant PID2019-104658GB-I00, and the H2020 European Research Council grant MSCA-RISE-2017-777911.

The third author is partially supported by Pronex/FAPEG/CNPq grant 201210267000803 and grant 201710267000 508, Capes grant 88881.068462/201401 and Universal/CNPq grant 420858/2016-4.
[1] A. A. Andronov, A. A. Vitt, S. E. Khaikin, Theory of oscillators, Pergamon Press, Oxford-New York-Toronto, Ont., 1966, translated from the Russian by F. Immirzi; translation edited and abridged by W. Fishwick.
[2] M. di Bernardo, C. J. Budd, A. R. Champneys, P. Kowalczyk, Piecewisesmooth dynamical systems, Vol. 163 of Applied Mathematical Sciences, Springer-Verlag London, Ltd., London, 2008, theory and applications.
[3] D. J. W. Simpson, Bifurcations in piecewise-smooth continuous systems, Vol. 70 of World Scientific Series on Nonlinear Science. Series A: Monographs and Treatises, World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2010. doi:10.1142/7612.
[4] O. Makarenkov, J. S. W. Lamb, Dynamics and bifurcations of nonsmooth systems: a survey, Phys. D 241 (22) (2012) 1826-1844. doi:10.1016/j. physd.2012.08.002.
[5] A. F. Filippov, Differential equations with discontinuous righthand sides, in: Mathematics and Its Applications, 1988.
[6] J. C. Artés, J. Llibre, J. C. Medrado, M. A. Teixeira, Piecewise linear differential systems with two real saddles, Math. Comput. Simulation 95 (2014) 13-22. doi:10.1016/j.matcom.2013.02.007.
[7] A. Bakhshalizadeh, J. Llibre, Limit cycles of piecewise differential equations on the cylinder, Bull. Sci. Math. 170 (2021) Paper No. 103013, 13. doi: 10.1016/j.bulsci.2021.103013.
[8] D. de Carvalho Braga, L. F. Mello, Limit cycles in a family of discontinuous piecewise linear differential systems with two zones in the plane, Nonlinear Dynam. 73 (3) (2013) 1283-1288. doi:10.1007/s11071-013-0862-3.
[9] C. Buzzi, C. Pessoa, J. Torregrosa, Piecewise linear perturbations of a 290 linear center, Discrete Contin. Dyn. Syst. 33 (9) (2013) 3915-3936. doi: 10.3934/dcds.2013.33.3915.
[10] J. Castillo, J. Llibre, F. Verduzco, The pseudo-Hopf bifurcation for planar discontinuous piecewise linear differential systems, Nonlinear Dynam. 90 (3) (2017) 1829-1840. doi:10.1007/s11071-017-3766-9.
[11] M. Esteban, J. Llibre, C. Valls, The 16th Hilbert problem for discontinuous piecewise isochronous centers of degree one or two separated by a straight line, Chaos 31 (4) (2021) Paper No. 043112, 18. doi:10.1063/5.0023055
[12] R. D. Euzébio, J. Llibre, On the number of limit cycles in discontinuous piecewise linear differential systems with two pieces separated by a straight 10.1137/11083928X
[15] E. Freire, E. Ponce, F. Torres, A general mechanism to generate three limit cycles in planar Filippov systems with two zones, Nonlinear Dynam. 78 (1) (2014) 251-263. doi:10.1007/s11071-014-1437-7.
[16] F. Giannakopoulos, K. Pliete, Planar systems of piecewise linear differential equations with a line of discontinuity, Nonlinearity 14 (6) (2001) 1611-1632. doi:10.1088/0951-7715/14/6/311.
[17] M. R. A. Gouveia, J. Llibre, D. D. Novaes, On limit cycles bifurcating from the infinity in discontinuous piecewise linear differential systems, Appl. Math. Comput. 271 (2015) 365-374. doi:10.1016/j.amc.2015.09.022.
[18] S.-M. Huan, X.-S. Yang, On the number of limit cycles in general planar piecewise linear systems, Discrete Contin. Dyn. Syst. 32 (6) (2012) 21472164. doi:10.3934/dcds.2012.32.2147.
[19] S.-M. Huan, X.-S. Yang, Existence of limit cycles in general planar piecewise linear systems of saddle-saddle dynamics, Nonlinear Anal. 92 (2013) 82-95. doi:10.1016/j.na.2013.06.017.
[20] S.-M. Huan, X.-S. Yang, On the number of limit cycles in general planar piecewise linear systems of node-node types, J. Math. Anal. Appl. 411 (1) (2014) 340-353. doi:10.1016/j.jmaa.2013.08.064.
[21] L. Li, Three crossing limit cycles in planar piecewise linear systems with saddle-focus type, Electron. J. Qual. Theory Differ. Equ. (2014) No. 70, 14doi:10.14232/ejqtde.2014.1.70.
[22] J. Llibre, D. D. Novaes, M. A. Teixeira, Limit cycles bifurcating from the periodic orbits of a discontinuous piecewise linear differentiable center with two zones, Internat. J. Bifur. Chaos Appl. Sci. Engrg. 25 (11) (2015) 1550144, 11. doi:10.1142/S0218127415501448.
[23] J. Llibre, D. D. Novaes, M. A. Teixeira, Maximum number of limit cycles for certain piecewise linear dynamical systems, Nonlinear Dynam. 82 (3) (2015) 1159-1175. doi:10.1007/s11071-015-2223-x.
[24] J. Llibre, D. D. Novaes, M. A. Teixeira, On the birth of limit cycles for non-smooth dynamical systems, Bull. Sci. Math. 139 (3) (2015) 229-244. doi:10.1016/j.bulsci.2014.08.011
[25] J. Llibre, M. Ordóñez, E. Ponce, On the existence and uniqueness of limit cycles in planar continuous piecewise linear systems without symmetry,

■ Nonlinear Anal. Real World Appl. 14 (5) (2013) 2002-2012. doi:10.1016/ j.nonrwa.2013.02.004.
[26] J. Llibre, E. Ponce, Three nested limit cycles in discontinuous piecewise linear differential systems with two zones, Dyn. Contin. Discrete Impuls. Syst. Ser. B Appl. Algorithms 19 (3) (2012) 325-335.
[27] J. Llibre, M. A. Teixeira, Piecewise linear differential systems without equilibria produce limit cycles?, Nonlinear Dynam. 88 (1) (2017) 157-164. doi:10.1007/s11071-016-3236-9.
[28] J. Llibre, M. A. Teixeira, Piecewise linear differential systems with only centers can create limit cycles?, Nonlinear Dynam. 91 (1) (2018) 249-255. doi:10.1007/s11071-017-3866-6.
[29] J. Llibre, M. A. Teixeira, J. Torregrosa, Lower bounds for the maximum number of limit cycles of discontinuous piecewise linear differential systems with a straight line of separation, Internat. J. Bifur. Chaos Appl. Sci. Engrg. 23 (4) (2013) 1350066, 10. doi:10.1142/S0218127413500661
[30] J. Llibre, X. Zhang, Limit cycles for discontinuous planar piecewise linear differential systems separated by one straight line and having a center, J.
』 Math. Anal. Appl. 467 (1) (2018) 537-549. doi:10.1016/j.jmaa. 2018. 07.024
[31] H. Poincaré, Mémoire sur les courbes définies par les équations différentielles (i), Journal de Mathématiques Pures et Appliquées 7 (1881) 375-422.
[32] H. Dulac, Détermination et intégration d'une certaine classe d'équations différentielles ayant pour point singulier un centre, Gauthier-Villars, 1908.
[33] M. Brunella, Instability of equilibria in dimension three, Ann. Inst. Fourier (Grenoble) 48 (5) (1998) 1345-1357.
[34] I. R. Shafarevich, Basic algebraic geometry, Springer Study Edition, Springer-Verlag, Berlin-New York, 1977, translated from the Russian by K. A. Hirsch, Revised printing of Grundlehren der mathematischen Wissenschaften, Vol. 213, 1974.
[35] L. M. Echeverry, Y. Villanueva, Minimizing fuel consumption in orbit transfers using universal variable and particle swarm optimization, Re-

■ vista mexicana de astronomía y astrofísica 55 (2019) 177 - 184. doi: 10.22201/ia.01851101p.2019.55.02.05.


[^0]:    ${ }^{*}$ Corresponding author
    Email addresses: yovaniing@discente.ufg.br (Yovani Villanueva), jllibre@mat.uab.cat (Jaume Llibre), euzebio@ufg.br (Rodrigo Euzébio)

