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$$
\begin{aligned}
& \text { ABSTRACT. In this paper we classify the phase portraits in the } \\
& \text { Poincaré disc of the Selkov model } \\
& \qquad \dot{x}=-x+a y+x^{2} y, \quad \dot{y}=b-a y-x^{2} y, \\
& \text { in function of its parameters } a, b \in \mathbb{R} \text {. We determine the regions } \\
& \text { in the parameter plane with biological meaning. }
\end{aligned}
$$

## 1. Introduction and statement of the main results

In this paper we consider the Selkov model of glycolisis which is given by the following cubic differential system

$$
\begin{equation*}
\dot{x}=-x+a y+x^{2} y, \quad \dot{y}=b-a y-x^{2} y \tag{1}
\end{equation*}
$$

where $x$ and $y$ are the concentrations, and $a$ and $b$ are kinetic parameters. As usual the dot denotes derivative with respect to the time $t$. For more biological meanings about this system see the papers [10, 11], and the references quoted there. For other related models see for instance [3].

Our purpose is to classify the global phase portraits of system (1) in the Poincaré disc, in function of its parameters, and determine the regions of the parameters with biological meaning.

Roughly speaking the Poincaré disc is the closed disc $\mathbb{D}^{2}$ centered at the origin of $\mathbb{R}^{2}$ of radius one, its interior is identified with $\mathbb{R}^{2}$ and its boundary, the circle $\mathbb{S}^{1}$ is identified with the infinity of $\mathbb{R}^{2}$, because in $\mathbb{R}^{2}$ we can go to the infinity in many directions as points has the circle $\mathbb{S}^{1}$. Then polynomial vector fields $\mathbf{X}$, as the ones defined by system (1), can be extended to analytic vector fields $p(\mathbf{X})$ defined in

[^0]$\mathbb{D}^{2}$. See subsection 2.2 for precise definitions related with the Poincaré compactification.

The symmetry $(x, y, b) \rightarrow(-x,-y,-b)$ leaves invariant the differential system (1), so we only need to investigate this system for the value of the parameter $b \geqslant 0$.

Our main result is the following one.
Theorem 1. The global phase portraits of the Selkov systems (1) in the Poincaré disc are topologically equivalent to one of the 9 phase portraits of Figure 1.


Figure 1. Phase portraits of system (1) with $a \in \mathbb{R}$ and $b \geqslant 0$ in the Poincaré disc. The shaded areas correspond to the initial conditions of the orbits having a finite final evolution, so these are the initial conditions with biological meaning. In the phase portraits $E$ and $I$ the final behaviour is a stable limit cycle, while in the phase portraits $F, G$ and $H$ the final behaviour is a singular point.


Figure 2. The regions $R_{1}$ and $R_{2}$ where the differential system (1) has limit cycles computed numerically.

The proof of Theorem 1 is given in section 3. The proof of Theorem 1 is done modulo the following conjecture about the areas in the parameter space $\{(b, a): b \geq 0, a \in \mathbb{R}\}$ where the limit cycles of the differential system (1) exist.
Conjecture The differential system (1) has a unique stable limit cycle in the region $R_{1}$ of Figure 2, and a unique unstable limit cycle in the region $R_{2}$ of Figure 2.

We shall prove that the limit cycle in the Selkov system appears from a Hopf bifurcation when the values of the parameters $(b, a)$ are in the curve $a=\left(-1-2 b^{2}+\sqrt{1+8 b^{2}}\right) / 2$, and disappears in a graphic having a part at infinity, for this last claim we only have numerical evidences.

In [2] it was done the following conjecture: The Selkov system (1) with $b=1$ has a unique limit cycle when $a \in\left(a_{1}, 0\right)$ where $a_{1} \in$ $(-0.036,-0,037)$. Moreover, this limit cycle is stable and it is born in a graphic with a part at infinity when $a=a_{1}$ and ends in a Hopf bifurcation at the singular point $(1,1 /(1+a))$ when $a=0$. Recently this conjecture has been proved by Chen and Tang in [4].

In the paper [2] there is the classification of the phase portraits in the Poincaré disc of the Selkov system (1) with $b=1$ when $a$ varies. In this particular subfamily of Selkov systems appear the phase portraits of Theorem 1 with the exception of the phase portraits $A, G$ and $I$ of Figure 1.

Some definitions and basic results necessary for proving Theorem 1 are given in the section 2. The proof of Theorem 1 done in section 3 is divided in five subsections, in the first we study the local phase portraits of the finite singular points, in the second the local phase
portraits of the infinite singular points, in the third the limit cycles, in the fourth the local phase portraits of all finite and infinite singular points in the Poincaré disc, and in the last the global phase portraits in the Poincaré disc.

## 2. Preliminary results

2.1. Singular points. Consider the following polynomial differential system in $\mathbb{R}^{2}$

$$
\begin{equation*}
\dot{x}=P(x, y), \quad \dot{y}=Q(x, y) . \tag{2}
\end{equation*}
$$

The degree of the polynomial differential system (2) is the maximum of the degrees of the polynomials $P(x, y)$ and $Q(x, y)$.

A point $\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$ is the singular point of system (2), when $P\left(x_{0}, y_{0}\right)=Q\left(x_{0}, y_{0}\right)=0$.

If all the eigenvalues of the Jacobian matrix

$$
M=\left(\begin{array}{cc}
\frac{\partial}{\partial x} P\left(x_{0}, y_{0}\right) & \frac{\partial}{\partial y} P\left(x_{0}, y_{0}\right) \\
\frac{\partial}{\partial x} Q\left(x_{0}, y_{0}\right) & \frac{\partial}{\partial y} Q\left(x_{0}, y_{0}\right)
\end{array}\right)
$$

have nonzero real parts, the singular point $\left(x_{0}, y_{0}\right)$ is hyperbolic, and if one of the eigenvalues is zero the singular point is semi-hyperbolic.

If both of the eigenvalues of the matrix $M$ are zero and the matrix is not identically zero, the singular point $\left(x_{0}, y_{0}\right)$ is nilpotent.

If $M$ is identically zero, the singular point $\left(x_{0}, y_{0}\right)$ is linearly zero.
For determining the local phase portraits of the hyperbolic, semihyperbolic and nilpotent singular points we can use Theorems 2.15, 2.19 and 3.5 of [5], respectively. For linearly zero singular points, we need to use a special change of variables called blow-ups, see [1] for details.
2.2. Poincaré compactification. In this section we provide a short summary about the Poincaré compactification. This method allows to study the behaviour of a planar polynomial differential system in a neighborhood of the infinity. See Chapter 5 of [5] for additional details on the Poincaré compactification.

Let $\mathbf{X}=(P(x, y), Q(x, y))$ be a polynomial vector field of degree $d$. Consider the Poincaré sphere $\mathbb{S}^{2}=\left\{y=\left(y_{1}, y_{2}, y_{3}\right) \in \mathbb{R}^{3}: y_{1}^{2}+y_{2}^{2}+y_{3}^{2}=\right.$
$1\}$ and its tangent plane at the point $(0,0,1)$ which is identified with $\mathbb{R}^{2}$, we assume that in this $\mathbb{R}^{2}$ we have defined our vector field $\mathbf{X}$.

Define the central projection $f: \mathbb{R}^{2} \rightarrow \mathbb{S}^{2}$ which sends every point $x \in \mathbb{R}^{2}$, to the two intersection points $f(x)$ of the straight line passing through the point $x$ and $(0,0,0)$ with the sphere $\mathbb{S}^{2}$. It is clear that the equator $\mathbb{S}^{1}=\left\{y \in \mathbb{S}^{2}: y_{3}=0\right\}$ of the sphere $\mathbb{S}^{2}$ corresponds with the infinity of $\mathbb{R}^{2}$. The differential $D f$ sends the vector field $\mathbf{X}$ on $\mathbb{R}^{2}$ into a vector field $\mathbf{X}^{\prime}$ on $\mathbb{S}^{2} \backslash \mathbb{S}^{1}$. The vector field $\mathbf{X}^{\prime}$ essentially is formed by two symmetric copies with respect to the origin of the vector field $\mathbf{X}$, one in the northern hemisphere of $\mathbb{S}^{2}$ and the other in the southern hemisphere.

The vector field $\mathbf{X}^{\prime}$ can be extended analytically to a vector field on the whole sphere $\mathbb{S}^{2}$ multiplying $\mathbf{X}^{\prime}$ by $y_{3}^{d}$. We denote this new vector field on $\mathbb{S}^{2}$ by $p(\mathbf{X})$, and it is called the Poincaré compactification of the polynomial vector field $\mathbf{X}$ on $\mathbb{R}^{2}$.

For studying the dynamics of $\mathbf{X}$ in the neighborhood of the infinity, we must study the dynamics of $p(\mathbf{X})$ near $\mathbb{S}^{1}$. The sphere $\mathbb{S}^{2}$ is a 2 dimensional manifold so we need to know the expressions of the vector field $p(\mathbf{X})$ in the local charts $\left(U_{i}, \phi_{i}\right)$ and $\left(V_{i}, \psi_{i}\right)$, where $U_{i}=\left\{y \in \mathbb{S}^{2}\right.$ : $\left.y_{i}>0\right\}, V_{i}=\left\{y \in \mathbb{S}^{2}: y_{i}<0\right\}, \phi_{i}: U_{i} \longrightarrow \mathbb{R}^{2}$ and $\psi_{i}: V_{i} \longrightarrow \mathbb{R}^{2}$ for $i=1,2,3$, with $\phi_{i}(y)=-\psi_{i}(y)=\left(y_{m} / y_{i}, y_{n} / y_{i}\right)$ for $m<n$ and $m, n \neq i$. In the local chart $\left(U_{1}, \phi_{1}\right)$ the expression of $p(\mathbf{X})$ is

$$
\dot{u}=v^{d}\left[-u P\left(\frac{1}{v}, \frac{u}{v}\right)+Q\left(\frac{1}{v}, \frac{u}{v}\right)\right], \quad \dot{v}=-v^{d+1} P\left(\frac{1}{v}, \frac{u}{v}\right)
$$

In the local chat $\left(U_{2}, \phi_{2}\right)$ the expression of $p(\mathbf{X})$ is

$$
\dot{u}=v^{d}\left[P\left(\frac{u}{v}, \frac{1}{v}\right)-u Q\left(\frac{u}{v}, \frac{1}{v}\right)\right], \quad \dot{v}=-v^{d+1} Q\left(\frac{u}{v}, \frac{1}{v}\right)
$$

and in the local chart $\left(U_{3}, \phi_{3}\right)$ the expression of $p(\mathbf{X})$ is

$$
\dot{u}=P(u, v), \quad \dot{v}=Q(u, v)
$$

The expressions for $p(\mathbf{X})$ in the local chart $\left(V_{i}, \psi_{i}\right)$ is the same than in the local chart $\left(U_{i}, \phi_{i}\right)$ multiplied by $(-1)^{d-1}$ for $i=1,2,3$.

The equator $\mathbb{S}^{1}$ is invariant by the vector field $p(\mathbf{X})$ and all the singular points of $p(\mathbf{X})$ which lie in this equator are called the infinite singular points of $\mathbf{X}$. If $y \in \mathbb{S}^{1}$ is an infinite singular point, then $-y$ is also an infinite singular point and these two points have the same (respectively opposite) stability if the degree of vector field is odd (respectively even).

The image of the northern hemisphere of $\mathbb{S}^{2}$ onto the plane $y_{3}=0$ under the orthogonal projection $\pi\left(y_{1}, y_{2}, y_{3}\right)=\left(y_{1}, y_{2}\right)$ is called the Poincaré disc denoted by $\mathbb{D}^{2}$. Since the orbits of $p(\mathbf{X})$ on $\mathbb{S}^{2}$ are symmetric with respect to the origin of $\mathbb{R}^{3}$, we only need to consider the flow of $p(\mathbf{X})$ in the closed northern hemisphere. So we project by $\pi$ the phase portrait of $p(\mathbf{X})$ on the northern hemisphere onto the Poincaré disc $\mathbb{D}^{2}$, and we denote the compactified vector field in the Poincaré disc by $\pi(p(\mathbf{X}))$. We shall present the phase portraits of the polynomial differential systems (1) in the Poincaré disc.

The points at the infinity have the coordinates $(u, 0)$ in the local charts $U_{i}$ and $V_{i}$ with $i=1,2$. Note that it is sufficient to study the infinite singular points on the local chart $U_{1}$, and then check the singularity of the origin of the local chart $U_{2}$.
2.3. Topological equivalence of two polynomial vector fields. The two polynomial vector fields $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ on $\mathbb{R}^{2}$ are topologically equivalent if there exists a homeomorphism on the Poincaré disc $\mathbb{D}^{2}$ which preserves the infinity $\mathbb{S}^{1}$ and sends the trajectories of the flow of $\pi\left(p\left(\mathbf{X}_{1}\right)\right)$ to the trajectories of the flow of $\pi\left(p\left(\mathbf{X}_{2}\right)\right)$, preserving or reversing the orientation of all the orbits.

A separatrix of the Poincaré compactification $\pi(p(\mathbf{X}))$ is an orbit at the infinity $\mathbb{S}^{1}$, or a finite singular point, or a limit cycle, or an orbit on the boundary of a hyperbolic sector at a finite or an infinite singular point. The set of all separatrices of $\pi(p(\mathbf{X})$ ) is a closed (see [8]) and we denote it by $\Sigma_{\mathbf{X}}$.

An open connected component of $\mathbb{D}^{2} \backslash \Sigma_{\mathbf{X}}$ is a canonical region of $\pi(p(\mathbf{X}))$. The separatrix configuration of $\pi(p(\mathbf{X}))$ is the union of an orbit of each canonical region with the set $\Sigma_{\mathbf{X}}$, and it is denoted by $\Sigma_{\mathbf{x}}^{\prime}$. We denote by $S$ (respectively $R$ ) the number of separatrices (respectively canonical region) of a vector field $\pi(p(\mathbf{X}))$.

We say that two separatrix configurations $\Sigma_{\mathbf{X}_{1}}^{\prime}$ and $\Sigma_{\mathbf{X}_{2}}^{\prime}$ are topologically equivalent if there is a homeomorphism $h: \mathbb{D}^{2} \longrightarrow \mathbb{D}^{2}$ such that $h\left(\Sigma_{\mathbf{X}_{1}}^{\prime}\right)=\Sigma_{\mathbf{X}_{2}}^{\prime}$.

The following theorem of Markus [7], Neumann [8] and Peixoto [9] allows to investigate only the separatrix configuration of a polynomial differential system in order to determine its global phase portrait.

Theorem 2. The phase portraits in the Poincaré disc of two compactified polynomial vector fields $\pi\left(p\left(\mathbf{X}_{1}\right)\right)$ and $\pi\left(p\left(\mathbf{X}_{2}\right)\right)$ with finitely many
separatrices are topologically equivalent if and only if their separatrix configurations $\Sigma_{\mathbf{X}_{1}}^{\prime}$ and $\Sigma_{\mathbf{X}_{2}}^{\prime}$ are topologically equivalent.

## 3. Proof of Theorem 1

3.1. Finite singular points. Case 1: Assume that $a \neq-b^{2}$. Then for any values $a \in \mathbb{R}$ and $b \geqslant 0$ the unique singular point of system (1) is $p=\left(b, b /\left(a+b^{2}\right)\right)$. Linearizing this system at $p$ we obtain the matrix

$$
J=\left(\begin{array}{cc}
\frac{b^{2}-a}{a+b^{2}} & a+b^{2} \\
\frac{-2 b^{2}}{a+b^{2}} & -a-b^{2}
\end{array}\right) .
$$

Then the determinant and trace of $J$ are $a+b^{2}$ and $-\left(a-b^{2}+(a+\right.$ $\left.\left.b^{2}\right)^{2}\right) /\left(a+b^{2}\right)$, respectively. For determining the local phase portrait of the singular point $p$ we also need the eigenvalues of the matrix $J$, which are

$$
-\frac{\left(a-b^{2}+\left(a+b^{2}\right)^{2}\right) \pm \sqrt{\left(a(1+a)+(2 a-1) b^{2}+b^{4}\right)^{2}-4\left(a+b^{2}\right)^{3}}}{2\left(a+b^{2}\right)} .
$$

In order to control the signs of $\left(a(1+a)+(2 a-1) b^{2}+b^{4}\right)^{2}-4\left(a+b^{2}\right)^{3}$, of the determinant and of the trace of the matrix $J$ we define the curves:

$$
\begin{array}{ll}
\alpha_{1}: & a=\frac{1}{2}\left(1-2 \sqrt{2} b-2 b^{2} \mp \sqrt{1-4 \sqrt{2} b}\right), \\
\alpha_{2}: & a=\frac{1}{2}\left(1+2 \sqrt{2} b-2 b^{2}+\sqrt{1+4 \sqrt{2}} b\right), \\
\alpha_{3}: & a=\frac{1}{2}\left(1+2 \sqrt{2} b-2 b^{2}-\sqrt{1+4 \sqrt{2}} b\right.
\end{array},
$$

shown in Figure 3.
It is easy to investigate the stability of the singular point $p$ on these curves and in the regions (1)-(6) bounded by them, see Figure 3 and Table 1.

For the values of the parameters $(a, b)$ on the points of the curve $\beta$ the trace of the matrix $J$ is zero and its determinant is $\left(\sqrt{8 b^{2}+1}-1\right) / 2>0$. So the singular point $p$ of the differential system (1) is a weak focus for these values of the parameter. Then the stability or instability of this weak focus is controlled by its Lyapunov constants, for more details


Figure 3. Regions and curves separating the different local phase portraits of the finite singular point.

| Curve | Region | finite singular point |
| :--- | :---: | :--- |
| $\alpha_{1}, \alpha_{2}$ | $(1),(2)$ | ltable node |
| $\beta\left(b \leqslant b_{2}\right)$ | $(3)$ | stable focus |
| $\beta\left(b>b_{2}\right)$ | $(4)$ | unstable focus |
| $\alpha_{3}$ | $(5)$ | unstable node |
| $\gamma$ | $(6)$ | empty |
|  | saddle |  |

TABLE 1. We provide the local phase portrait of the finite singular point when the parameters of the differential system (1) are on the curves or in the regions of Figure 3.
on these constants see Chapter 4 of [5]. Computing the first Lyapunov constants we get
$V_{3}=-\frac{\pi \sqrt{\sqrt{8 b^{2}+1}-1}\left(4\left(-4 b^{2}+\sqrt{8 b^{2}+1}+2\right) b^{2}+\sqrt{8 b^{2}+1}+1\right)}{32 \sqrt{2} b^{4}}$.
This Lyapunov constant $V_{3}=0$ only when $b=b_{2}=\sqrt{3 / 4+\sqrt{3} / 2}$, and if $b \in\left(0, b_{2}\right)$ then $V_{3}<0$, while if $b>b_{2}$ then $V_{3}>0$. Therefore, if $b<b_{2}$ the weak focus $p$ is stable, and if $b>b_{2}$ the weak focus $p$ is unstable.

When $b=b_{2}$ then the next non-zero Lyapunov constant is

$$
V_{5}=-\frac{\pi}{4 \sqrt{3(71+41 \sqrt{3})}}=-0.0380507785 \ldots
$$

Hence for $b=b_{2}$ we have a stable weak focus at $p$.
Case 2: Assume that $a=-b^{2}$. Then the differential system (1) has no finite singular points.
3.2. Infinite singular points. Now we shall study the infinite singular points of the polynomial vector field $\mathbf{X}$. From subsection 2.2 we need to use the expressions of the compactified vector field $p(\mathbf{X})$ in the local charts $U_{1}$ and $U_{2}$. Thus the Poincaré compactification of system (1) in the local chart $\left(U_{1}, \phi_{1}\right)$ is

$$
\dot{u}=-u-u^{2}+(1-a) u v^{2}+b v^{3}-a u^{2} v^{2}, \quad \dot{v}=-v\left(u-v^{2}+a u v^{2}\right) .
$$

This system has two singular points on $v=0$ which are $(-1,0)$ and $(0,0)$. The eigenvalues of the Jacobian matrix at $(-1,0)$ are 1,1 and this point is a hyperbolic unstable node. The eigenvalues of the Jacobian matrix at $(0,0)$ are $-1,0$ and this point is semi-hyperbolic. By using Theorem 2.19 of [5] we obtain that this point is a saddle.

System (1) in the local chart $\left(U_{2}, \phi_{2}\right)$ is

$$
\begin{aligned}
& \dot{u}=u^{2}+a v^{2}+u^{3}+(a-1) u v^{2}-b u v^{3}, \\
& \dot{v}=v\left(u^{2}+a v^{2}-b v^{3}\right) .
\end{aligned}
$$

We see that the origin is an identically zero singular point of the above system. Applying the blow up $(u, v) \rightarrow(u, w)$, where $u=u$, $w=\frac{v}{u}$ and rescaling the independent variable as $d s=u d t$ we obtain the following system
(3) $\dot{u}=u\left(1+u+a w^{2}+(a-1) u w^{2}-b u^{2} w^{3}\right), \quad \dot{w}=-w\left(1+a w^{2}-u w^{2}\right)$.

If $a \geqslant 0$, the origin is the unique singular point of system (3) on $u=0$. The eigenvalues of the Jacobian matrix at this point are $1,-1$ and the origin is a saddle. Going through the blow down we get the local behaviour at the origin of the chart $U_{2}$ shown in Figure 4.

If $a<0$ system (1) has three singular points on $u=0$, which are $(0,0)$ and $p_{ \pm}=(0, \pm 1 / \sqrt{-a})$. The eigenvalues of the Jacobian matrix at $(0,0)$ are $1,-1$ and it is a hyperbolic saddle. Computing the eigenvalues of the Jacobian matrix at the other singular points are 0,2 . These points are semi-hyperbolic and by using Theorem 2.19 of [5], we obtain that $p_{ \pm}$are unstable hyperbolic nodes if $a<-b^{2}$, $p_{+}$is a saddle-node and $p_{-}$is an unstable node if $a=-b^{2}$, and $p_{+}$is a saddle and $p_{-}$is an unstable node if $a \in\left(-b^{2}, 0\right)$. Doing the blow down we obtain the local behaviour shown in Figures 5-7.


Figure 4. Blowing down of the origin of the local chart $U_{2}$ for $a \geqslant 0$.




Figure 5. Blowing down of the origin of the local chart $U_{2}$ for $a<-b^{2}, b \geqslant 0$.

From the above information on the local phase portraits of the origin of $U_{2}$, we obtain the curves and the regions shown in Figure 8 with different behaviours. Actually, the origin of $U_{2}$ is formed by

- two hyperbolic sectors (topological index 0 ) in the region $I$,
- two hyperbolic and two parabolic sectors (topological index 0 ) on the line $\{a=0, b>0\}$,




Figure 6. Blowing down of the origin of the local chart $U_{2}$ for $a=-b^{2}, b \neq 0$.




Figure 7. Blowing down of the origin of the local chart $U_{2}$ for $a \in\left(-b^{2}, 0\right)$.

- two elliptic and two parabolic sectors (topological index 2) in the region $I I$,
- one elliptic, two parabolic and one hyperbolic sectors (topological index 1) on the curve $\gamma$,
- two hyperbolic and two parabolic sectors (topological index 0) in the region $I I I$,
3.3. On the periodic orbits. The curve $\beta$ separates the region (3) from the region (4), see these regions in Figure 3. In the region (3) the


Figure 8. The regions $I, I I, I I I$, the point $(b, a)=(0,0)$, and the curve $\gamma:\left\{a=-b^{2}, b \neq 0\right\}$ separating the different local phase portraits at the origin of the local chart $U_{2}$ in the half plane $\{(b, a): b \geq 0, a \in \mathbb{R}\}$.
finite singular point is a hyperbolic stable focus, while in the region (4) it is a hyperbolic unstable focus. On the curve $\beta$ and for $b \in\left(0, b_{2}\right]$ the finite singular point is a stable weak focus, and for $b>b_{2}$ it is an unstable weak focus. So a limit cycle is born or disappears when the parameters ( $b, a$ ) cross this curve $\beta$. In fact, crossing the curve $\beta$ from the region (3) to (4) when $b \in\left(0, b_{2}\right)$ a stable limit cycle is born from the finite stable weak focus, while crossing the curve $\beta$ from the region (4) to (3) when $b>b_{2}$ an unstable limit cycle is born from the finite unstable weak focus. So the curve $\beta$ is a curve of a Hopf bifurcation, for additional information on the Hopf bifurcations see for instance Chapter 3 of [6].

Numerically we have observed that these limit cycles which born in the described Hopf bifurcation end in a graphic having a part of it at infinity. Consequently, we have done the conjecture which appears in the section 1 .

The curves $\delta_{1}$ and $\delta_{2}$ in the boundaries of the regions $R_{1}$ and $R_{2}$ of Figure 2 have been obtained numerically, and for the values of the parameters on them the differential system (1) has a graphic where disappeared the limit cycle. Some approximations of the points $(b, a)$ which lie on the curves $\delta_{1}$ and $\delta_{2}$ are given in Table 2.

For any point ( $b, a$ ) in the region $R_{1}$ (shown in Figure 2) with $0<b<$ $b_{1}$ and $a$ very close to zero, we can find numerically a stable periodic orbit. This periodic orbit does not exist when $\left\{a=0,0<b<b_{1}\right\}$.

| a | b | on the curve |
| :--- | :--- | :---: |
| 0 | $(0.9,0.91):=b_{1}$ | $\delta_{1}$ |
| -0.001 | $(0.904,0.905)$ | $\delta_{1}$ |
| -0.15 | $(1.168,1.169)$ | $\delta_{1}$ |
| -1 | $(1.749,1.75)$ | $\delta_{2}$ |
| -2 | $(2.154,2.155)$ | $\delta_{2}$ |
| -3 | $(2.467,2.468)$ | $\delta_{2}$ |

Table 2. Some approximation of the points on the curves $\delta_{1}$ and $\delta_{2}$


Figure 9. Bifurcation diagram.

On the other hand, since all the finite and infinite singular points are unstable when $0<a<\frac{1}{2}\left(-1-2 b^{2}+\sqrt{1+8 b^{2}}\right)$, the Poincaré-Bendixon Theorem (see for instance Corollary 1.30 of [5]) shows that the system has a stable limit cycle in the Poincaré disc when $0<a<\frac{1}{2}(-1-$ $2 b^{2}+\sqrt{1+8 b^{2}}$ ), and we can conclude that the part of the curve $\delta_{1}$ with $0<b<b_{1}$ is not only close to the $b$ axis, actually it is the line $\left\{a=0,0<b<b_{1}\right\}$.

From the numerical results on the periodic orbits together with the information of Figure 8, we observe that the different behaviours in the regions $I$ and $I I I$ of Figure 8 cause that the region $R_{1}$ splits into the regions $R_{11}, R_{12}$ and the line $L_{3}$ (see Figure 9). Then we can restate the conjecture of section 1 with more details as follows:


Figure 10. Local phase portraits in the Poincaré disc

Conjecture. The differential system (1) has a unique stable limit cycle in the regions $R_{11}, R_{12}$ and on the line $L_{3}$ of Figure 9, and a unique unstable limit cycle in the region $R_{2}$ of Figure 9.

Moreover these limit cycles appear from a Hopf bifurcation at the point $\left(b, b /\left(a+b^{2}\right)\right)$ when $(b, a)$ are on the curve $\beta$ and end in a a graphic with a part at infinity when $(b, a)$ are on the curves $\delta_{1}$ and $\delta_{2}$.

### 3.4. The Local phase portraits of all finite and infinite singular

 points in the Poincaré disc. Taking into account all the information of subsections 3.1, 3.2 and 3.3, we obtain the bifurcation diagram (shown in Figure 9), and we can draw in the Poincaré disc all the local phase portraits of the finite and infinite singular points (shown in Figure 10).

Figure 11. The phase portraits of system (4).
3.5. The phase portraits in the Poincaré disc. At the point $P_{1}$, where $(b, a)=(0,0)$ we have the line of singular points $x=0$ (and so an infinite number of separatrices), we can not use Theorem 2 for obtaining the global phase portrait. By rescaling $d s=x d t$ we change system (1) (with $a=b=0$ ) into the system

$$
\begin{equation*}
\dot{x}=-1+x y, \quad \dot{y}=-x y . \tag{4}
\end{equation*}
$$

Then easily we show that this system has the phase portrait shown in Figure 11. Adding the line of singular points $x=0$ and changing the direction of the orbits in the region $x<0$, we obtain the phase portrait of system (1) with $a=b=0$ shown in Figure 1.A.

By investigating all the local phase portraits in the Poincaré disc shown in Figure 10, and taking into account the Bendixson-Poincaré Theorem which states what are the $\alpha$ - and $\omega$-limits of an orbit contained in a compact (in this case the compact is the Poincaré disc), it follows easily that the phase portraits of the differential system (1) are topologically equivalent to the phase portraits of Figure 1:

- B when $(b, a) \in R_{6}$,
- C when $(b, a) \in L_{9}$,
- D when $(b, a) \in\left\{L_{2}, P_{2}, R_{5}, L_{5}, L_{7}\right\}$,
- E when $(b, a) \in\left\{L_{3}, R_{12}\right\}$,
- F when, $(b, a) \in\left\{P_{4}, L_{6}, L_{4}, R_{4}, P_{3}, L_{8}\right\}$,
- G when $(b, a) \in R_{2}$,
- H when $(b, a) \in\left\{R_{3}, L_{1}\right\}$,
- I when $(b, a) \in R_{11}$.
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