ALGEBRAIC AND TOPOLOGICAL CLASSIFICATION OF HOMOGENEOUS QUARTIC
VECTOR FIELDS IN THE PLANE

JAUME LLIBRE!, Y. PAULINA MARTINEZ2 AND CLAUDIO VIDAL2

ABSTRACT. We provide canonical forms for the homogeneous polynomials of degree five. Then we characterize
all the phase portraits in the Poincaré disk for all quartic homogeneous polynomial differential systems. More
precisely, there are exactly 23 different topological phase portraits for the quartic homogeneous polynomial
differential systems.

1. INTRODUCTION

We consider a family of polynomial vector fields in the plane of the form

(1) iZP(JC,y), y:Q(x,y),

where P and @ are homogeneous polynomials of degree four (shortly, they will be called quartic systems). This
work is divided in two parts. First we are going to give all the possible canonical forms for the homogeneous
polynomials of degree five, and secondly, we will characterize all the phase portraits in the Poincaré disk of all
homogeneous quartic polynomial differential systems (1). For a definition of the Poincaré disk and the local
charts we are going to work, see for instance Chapter 5 of [7].

In general polynomials vector fields are a current topic of research (see for instance [2, 5, 7, 8]). The study
of homogenenous polynomial vector fields was initiated by Markus [10] in 1960. He gave a classification for
quadratic homogeneous vector fields X = (P, Q) with P and @ with no common factor. Argemf{ [1] completed
the classification of Markus in 1968, and provided the classification of cubic homogeneous vector fields that
have no common factor. Furthermore, for planar homogeneous polynomial vector fields of degree m that have
no common factor Argemi gave upper and lower bounds of the numbers of phase portraits.

An algebraic classification of the differential systems (1) when P and @ are homogeneous polynomials of
degree 2 was given by Date and Iri in [6]. Their classification of linear binary and cubic forms was obtained
using the theory of algebraic invariants (according to Gurevich [9] a binary form can be seen as an homogeneous
polynomial in two variables). Gurevich [9] did the classification for third and fourth-order binary forms on the
field of complex numbers, and Cima and Llibre in [3] obtained a classification of the fourth-order binary in the
real domain using Caley’s method. In that paper we find an algebraic classification of homogeneous systems of
degree three, and Collins [4] extended this to homogeneous polynomial vector field of degree m.

Our classification of all the possible canonical forms for homogeneous polynomials of degree 5 is based in
the results of [3], where the classification of quartic binary forms in the real domain was given. In fact, since a
quintic polynomial has a real root we look a homogeneous polynomial of degree five as the product of a linear
factor and a homogeneous polynomial of degree 4. The classification of the canonical forms for the homogeneous
vector fields (1) of degree 4 will be based in the canonical forms of the homogeneous polynomial of degree 5.
Our first result in this direction is the following.
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Proposition 1. For each real quintic binary form

(2) f(@,y) = apz® + arz'y + a2x®y® + asa®y® + asgzy® + asy’,

there exists some o € GL(2,R) which transforms f in one and only one of the following canonical forms:

(i
(ii
(iii
(iv
(v

) a(bz + cy)(z* + az’y® + y*) with a > -2,
) a(br + cy)(2® +y?)?,
) ay®(a® +y?),
) albz + cy)y?(a® + y°),
) (b + cy)(z? + ar®y? — y*),
(vi) axb,
(vii) a(bx + cy)x?
(viii) axy? ;
(i) a2 — y?),
(x) a(bx + cy)z?y?,
(xi) a(br + cy)y?(a? )
(xii) (bz + cy)(at + az?y? + y*), with a < -2,
(xiii) (x - BZ y)l (:E + B y)j (Jc - B y)k (x + B85 y)l fora < =2, withi+j+k+1l=>5 andi,j k1 ={1,2},
)

(xiv) (z = BTy)" (x4 Bty)’ (¢* = (B%)* v*), withi+j =3 and i,j = {1,2}

where « = 1, f§ = \/(—Cl:l:\/a2 —4)/2, BT = \/(—a— va?+4)/2 and a,b,c € R.

The proof of this proposition will be given in Section 3.

Using the classification of the binary forms of degree five, as in the previous proposition, we study the
global phase portraits of all quartic homogeneous polynomial differential systems (1), and our main result is
the following.

Theorem 2. Let X = (P, Q) be a quartic homogeneous polynomial vector field in the plane. Assume that P
and @ have mo common factors. Then the phase portrait of X is topologically equivalent to one of the 23 phase
portraits of Figure 1.

In Section 5 the proof of this theorem is given. The principal idea is to study the associated function
F = @) — yP and the invariant straight lines, in order to analize the infinite equilibrium points and their
stability, the infinite equilibrium points determine the phase portrait of the systems X = (P, Q) as we will see
in subsection 2.2. We separate the proof in five cases according to the number of straight lines of F', this number
determines the number of separatrices s and of the canonical regions r of the phase portraits.

We must mention that all the topologically different phase portraits for the quadratic homogeneous polyno-
mial differential systems were given by [6] and [15]. While all the topologically different phase portraits for the
cubic homogeneous polynomial differential systems were classified in [3].

This work is organized as follow. In Section 2 we present basic definitions and results necessary to prove
Proposition 2. In Section 3 the proof of Proposition 1 is given. For this purpose we consider a quintic polynomial
as the product of two factors, one of order one and the other of order four. Section 4 is dedicated to point
out the algebraic classification of the homogeneous quartic vector fields, here we present all the homogeneous
systems of degree four taking into account the forms of the polynomials of degree five given in Porposition 1.
Finally in Section 5, the proof of Theorem 2 is given, studying the phase portraits associated to the algebraic
classification of the homogeneous quartic vector fields given in Section 4.
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FIGURE 1. Phase portraits of the quartic homogeneous polynomial differential systems (1), s
denotes the number of separatrices and r the number of canonical regions.
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2. PRELIMINARIES

In order to give a detailed proof of Theorem 2 we give some definitions and results that will be useful.

2.1. Phase portraits in the Poincaré disk. Let p(X) denotes the compactified vector field of the polynomial
vector field X in the Poincaré disk D?, see for more details Chapter 5 of [7]. In this subsection we shall see how
to characterize the phase portrait of the compactified vector field p(X) in the Poincaré disk.

A separatriz of p(X) being X a polynomial vector field defined in the whole R? is an orbit which is either
an equilibrium point, or a trajectory which lies in the boundary of a hyperbolic sector of a finite, or an infinite
equilibrium point, or any orbit contained at the infinity of the Poincaré disk, or a limit cycle. Neumann [12]
proved that the set formed by all separatrices of p(X), denoted by S(p(X)) is closed.

The open connected components of D? \ S(p(X)) are called canonical regions of X or of p(X). A separatriz
configuration is the union of S(p(X)) plus one solution chosen in each canonical region. Two separatrix con-
figurations S(p(X)) and S(p())) are topologically equivalent if there is an orientation preserving or reversing
homeomorphism which maps the trajectories of S(p(X)) into the trajectories of S(p(Y)). The following result
is due to Markus [11], Neumann [12] and Peixoto [13], who found it independently.

Theorem 3. The phase portraits in the Poincaré disk D? of two compactified polynomial vector fields p(X)
and p(Y) are topologically equivalent, if and only if, their separatriz configurations S(p(X)) and S(p(Y)) are
topologically equivalent.

2.2. General results for homogeneous polynomial differential systems. If the polynomial differential
system (1) is homogeneous of degree 4, then the results of section 4 in [3] can be applied. Next, there are
presented some results of [3] that we shall use.

For this purpose, consider system (1) and let F(z,y) = 2Q(z,y) — yP(z,y). To study the infinite critical
points of X we consider the induced vector field p(X) on the Poincaré two-sphere.

The Poincaré compactification permits to study the dynamics in a neighborhood of infinity, and to describe
the compactified vector field in local coordinates, we consider the maps ¢; : U; — R? and wi Vi — R2 where

Ui ={y €5%y; >0} Vi ={y € S?/y; <0} (i = 1,2,3) and ¢i(y) = wi(y) = (%Z—’“) with i,j,k = 1,2,3;
Jj < k. We will denote by z = (z1, 22) the value of ¢;(y) or ¢;(y) for any i, so that z represents different things
according to the local chart under consideration. Making straightforward computations we arrive to the final

expression for the vector field on Uy

_B Loz Loz L a
) A(z)1 (Q (22722> ZIP(Zz’Zz)’ ZQP(Z2722)>

analogously, on U; we have

B a1y a1y 2l
A(z)st (P(Z2722) ZIQ(Zz’Zz>7 22Q<22’22>)

(25)/(A(2)"71) (P(21,22), Q(21, 22)),

where k is the maximum of the degrees of P and @, of course in this work x = 4. For the local charts V; for
i =1,2,3 we obtain the same expressions (3), (2.2), (2.2) but multiplied by (—1), respectively.

and, finally, on Us

Proposition 4. Let X = (P,Q) be a homogeneous polynomial vector field in the plane with degree (P) =
degree(Q) = n and assume that P and Q have no common factors. Assume that F(x,y) = zQ(x,y) —yP(z,y
has some real linear factor. Then the following holds.

(a) The linear factor ax + by of F(x,y) provides the invariant straight line ax + by = 0 for the flow of X.
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(b) X has no limit cycles.

(¢) The singular points at infinity are all elemental and they are nodes, saddles, or saddles-nodes. An
infinite singular point on the local chart Uy, (z1,22) = (\;,0) shall be a saddle-node if and only if \;
is a root of f(A) = F(1,\) = Q(1,\) — AP(1,\) of even multiplicity. Furthermore, the orbits in the
Poincaré disc near a saddle-node are drawn in Fig. 2.

(d) The behavior of the flow of p(X) in a neighborhood of infinity determines the phase portrait of X (Fig.
3 shows the possible behavior at infinity between two consecutive invariant rays of X ).

N
s
(a) (b)

FIGURE 2. Behavior of the orbits of p(X) near a saddle-node at infinity (we can reverse the
orientation of the orbits). (a): n even, (b): n odd.

(a) (b) (c)

Fi1GURE 3. The behaviour in a neighbourhood of the infinity determines the phase portrait of X.

Furthermore, let Ay < Ay < -+ < A\ be the real roots of f(A) = 0. By the Poincaré compactification (see
[7, 8, 14]) and considering (3), (z1,22) = (A, 0) are the singular points of p(X) in the local chart U;. For the
local chart U; we consider g(A\) = F(A,1) and the unique singular point of interest is the origin (0,0) of the
local chart Us. The linear parts at these singular points are

(4) (f o P > or <gléo) Q) >

respectively. Then the sign of the product of their eigenvalues determines if a hyperbolic infinite singular point
is a saddle (negative) or a node (positive).

3. PROOF OF PROPOSITION 1

In order to provide the canonical forms of the binary forms of degree five we explicit the result given in
Theorem 2.6 of [3] for the binary forms of degree four in the real domain. Let

fa(z,y) = apx* + dar 23y + 6az2’y* + dazzy® + asy®,

be a homogeneous polynomial of degree four with a; € R.
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Theorem 5. For each real fourth-order binary form f4 there exists some o € GL(2,R) which transform fy in
one and only one of the following canonical forms:

@) ' 4 6pa”y® + y* with p < —1/3, (i) a(z® +y?)?,
() ozt + 6uz?y? + y*) with p > —1/3, (vid) 6ax?y?,
(iH) =* + 6pz’y® —y*, (vid) 4%y,
(iv) ay?(62®+y°), (ix) az?,
(v) ay?(62? —y?), ) 0,

where o = £1.

We note that in order to simplify our study the numerical coefficients 6 and 4 in any of the previous canonical
binary forms can be eliminated easily. For example for the canonical form (viii) we do the change of variables
(r,y) = (X,Y/4) then we have X3Y. The canonical binary forms of degree four that we consider are given in
the next corollary.

Corollary 6. For each non null real fourth-order binary form fs, there exists some o € GL(2,R) which
transforms f in one and only one of the following simplified canonical forms:

) 2* + az?y? + y* with a < -2, (w) a(z?+y?)?,
@i) a(z? + ax?y? + y*) with a > -2, (vid) ax?y?,
(m) ‘T4 + ax2y2 - y4; (V]ZM) (E3y,

() ay?(z? +¢?), (ix) aa?,

bv) ay?(z® —y?), ) 0,

where o = £1.

Since we are interested in the study of polynomials differential systems of degree 4, it is clear that we do not
need to consider the binary form identically null.

Proof of Proposition 1. Consider the homogeneous polynomial of degree 5 given in (2). Since the polynomial
is of odd degree, we have that f always has a real linear factor, then we can write f as a product of a quartic
homogeneous polynomial with a homogeneous polynomial of degree one, i.e. there exists a linear transformation
o such that f(o(z,y)) = (az + by) f4(z,y), where f; is a homogeneous polynomial of degree four. Now, for the
quartic factor we consider the canonical forms of the homogeneous polynomials degree 4 given in Corollary 6.
For each canonical form of degree four we add the linear factor to get the canonical forms of degree five, we
need to put attention in the nature of this linear factor in the sense that if this factor coincides or not with one
of the factors that the quartic canonical form can have.

If the quartic factor presents the canonical polynomial form z* 4+ az?y? 4+ y* with a < —2, then the associated
quintic canonical form is given by (bx + cy)(z* + az®y? + y*) with a < =2 and (b, ¢) # {m (1,+B8%) : m € Z} if
the linear factor does not coincide with the factor of the quartic form, or in the opposite case the quintic form

will be (z — 82 y)' (z+ B y)j (z— B85 y)’“(x+/3; y)! withi4j+k+1=>5and i,j = {1,2}.

For the quartic factor a(z* + ax?y? + y?) with a > —2, the associated quintic canonical form is a(bx +
cy)(zt + ax?y? + y*) with a > —2, (note that the quartic form has not real roots, so the linear factor added can
not coincide with a factor of this quartic form).

In the case when the quartic factor can be put in the canonical form z*+az?y? —y*, the quintic canonical form
associated is (bx+cy)(z*+ax?y? —y*) with (b, ¢) # {m(1,£8%) : m € Z} if the linear factor do not coincide with
the factor of the quartic form, or for the opposite case the quintic will be (z — 87 y)* (z+ 8T y) (2? + (81)%y?)
with i +j = 3 and 4, j = {1,2}.
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From (iv) when the quartic factor has the form ay?(z? + y?), we have two different quintic canonical forms
associated which depends on the additional simple root of the polynomial of degree five. In fact, if it coincides
or not with the real root of the quartic form. Thus the canonical forms are a(bx + cy)y?(z2 + y?) with b # 0 or
ay? (2?2 4+ y?). Note that the number and multiplicity of the roots of a(bz + cy)y?(2? + y?) with b # 0 coincide
with the two polynomials given in the previous case whose roots are two complex roots, one simple root and
one root with multiplicity two. However it is easily verified that it does not exist a linear transformation which
allows to transform one of these binary forms into the other.

For the quartic binary form ay?(x? — y?), we have associated four homogeneous polynomials of degree 5
given by a(bz + cy)y?(z? — y?) with (b,¢) # m(b*,cx) with (b*,¢*) € {(0,1),(1,1),(1,—1)} for m € R when
the linear factor (bx + cy) does not coincide with the factors of the quartic form, in the case when the linear
factor (b + cy) coincides with one of the factor of the quartic canonical form we have the forms ay?(2? — y?),
ay?(z +y)%(z —y) and ay?(z +y)(x — y)2. Note that the form a(bx + cy)y?(z? — y?) has three real roots with
multiplicity one and one real root of the polynomial, (x — B y)z (x + 8= y)j (ac - BL y)k (x + By y)l with
i+j+k+1=>5andij k1l =1{1,2}. However it is not possible to do a linear transformation between these
quintic forms with the same type of roots.

When the quartic factor has two complex roots with multiplicity two, i.e. it is of the form a(x? 4 32)2, then
the quintic polynomial canonical form is a(bx + cy)(x? + y?)2.

If the quartic factor has the form axz?y?, then in the associated quintic form the real root of the factor

of degree one can coincides or not with one of the roots of the quartic part. If it coincides with one of the
roots of ax?y?, we get the quintic canonical form ax3y?, and if the linear factor has a different root, we have
the quintic form «(bz + cy)z?y?. This last form has the same properties of the roots that the two forms
ay?(z + y)*(z — y) and ay?(z + y)(x — y)2. We can apply to the form ay?(x + y)(z — y)? the change of
variables (z,7) — (a1X,a3X + a,Y) with a; = (b%/(23¢®)Y/5, a3 = —a1 and ay = —(22¢3/b?)Y/® (respectively
a; = (b%/(23¢2))'/%, a3 = a; and ay = (22¢®/b?)/Prespectively) to obtain the quintic form a/(bX + ¢Y)X?Y?
(ay?(z + y)?(x — y) respectively). We will consider the form a(bx + cy)x?y? as representative of this class.

If we are in the case where the quartic factor is of the form 3y, then a new quintic canonical form appears
when the real root of the polynomial of degree one coincides with the triple root of the quartic factor and
it provides the quintic canonical form x%y. Other quintic homogeneous polynomials with this quartic factor
are (bx + cy)x®y and x3y?, but these last forms have the same properties that the forms previously presented:
ay? (22 —y?) and ax3y? respectively. We choose to consider the forms ay® (2% —y?) and ax®y? as representatives
of each class. Note that if for ay3(2? — y?) we apply the change of variables (z,y) — (a1X,a3X + a4Y) with
a; = —(0?/(2%¢))"/%, a3 = —a; and ay = —(23¢*/b%)'/5 to obtain (bX 4 ¢Y)X3Y. And, for az’y® we can,
without lost of generality, assume that a = 1 (doing © — z/Ja).

Finally for the last non null polynomial of degree four in Corollary 6, we note that it has a real root of
multiplicity four, i.e. of the form az*, we have a unique new quintic canonical form given when the real root of
the polynomial of degree one coincides with the previous one and we get az®, and the generic case a(bx + cy)z*
is related with the previous z'y. We consider the most general form a(bz + cy)x? with ¢ # 0 as representative
of this class.

This completes the proof of Proposition 1. O

4. ALGEBRAIC CLASSIFICATION OF HOMOGENEOUS QUARTIC VECTOR FIELDS

In this section we obtain the algebraic classification of homogeneous polynomials systems & = P(x,y),y =
Q(z,y) of degree 4. For an arbitrary system X = (P, Q) with P and @ homogeneous polynomials of degree 4,
we can know through the algebraic characteristics the equivalence-class at which it belongs.
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Let £ = P(x,y), y = Q(z,y) be the system of differential equations associated to the vector field X = (P, @),
ie.

(5)

(x,y) = Pzt + 4P 123y + 6 Piax?y? + 4Py3xy® + Pryy?
z,y

T P
y =Q(z,y) = Quoz* +4Qu173y + 6Q120%y? + 4Q132y> + Qray*.

According to Proposition 4, in this case F' has the form:

(6) = Q102° + (Q11 — Quo)z'y + (Q12 — P11)2y? + (Q13 — Pr2)z?y3+
(Q1a — Prs)zy* — PrayP.

From [8] and [14] it is known that the only possible directions at which the orbits of X go to or go back from
infinity are determined by the real linear factor of the homogeneous polynomial F(z,y).

Lemma 7. Let X = (P,Q) be a homogeneous quartic vector field on the plane as in (5). If
(7) F(z,9) = aoz® + bayzty 4+ 10a02®y? 4 10asz®y> + Sagxy® + asy®,
then there exist constants p1,pa,p3, ps € R such that system (5) takes the form

(8) i = (pr—a1)z* 4 (p2 — 4az)2y + (ps — 6az)z?y® + (ps — 4as)zy® — asy®,
U = aopzt + (4dar + p1)zdy + (6az + p2)z?y* + (4as + ps3)zy® + (as + pa)y*.

Proof. From (6) and comparing with (7), we arrive to

ag = Q1o, a1 = (4Q11 — P1o)/5, az = (6Q12 —4P11)/10,
az = (4Q13 — 6P12)/10, ay = (Qua —4P13)/5, as = —Pyg.

Substituting a; in (8) and comparing with (5) we obtain

4 12 12 4
pr=p(Po+Qu), p2=—4(PutQun) p3=—p(Qust ) pi=(Pis+Qu)
Therefore, system (5) can be expressed as in (8). O

Since our objective is to classify all the phase portrait in the Poincaré disk of the quartic homogeneous
polynomial vector fields in (5), the next result provides the canonical forms of this class of vector fields.

Theorem 8. For each homogeneous vector field X = (P, Q) of degree 4, there exists some o € GL(2,R) and a
change of time scale which transforms X in one and only one of the following canonical forms:



HOMOGENEOUS QUARTIC VECTOR FIELD 9

(I) @ = (p1—ac/5)x*+ (p2 — 2aba/5)x%y + (p3 — 3aac/5)x?y? + (ps — 4ba/5)zy® — acy?,
y = abz* + (p1 + dac/5)x%y + (3aba /5 + p2)xy? + (p3 + 2cac/5)xy® + (ab/5 + pa)y?, a < —2;
(II) & = (p1 —ac/5)x* + (p2 — 4ab/5)x3y + (p3 — 6ac/5)x?y? + (p4 — 4ab/5)zy® — acy?,
= abz' + (p1 +4ac/5)z’y + (6ab/5 + p2)r’y® + (ps + dac/5)zy® + (ab/5 + pa)y*;
(1) & = pie + poa’y + (p3 — 3a/5)2”y> + paxy® — ay’,
g =pa’y + par®y® + (2a/5 + p3)ay® + pay’y
(IV) & =piax*+ (p2 — 2ab/5)x3y + (p3 — 3ac/5)2%y? + (ps — 4ab/5)xy3 — acy?,
g =p1a®y + (3ab/5 + p2)ay? + (ps + 2ac/5)ay® + (ab/5 + pa)y*;
(V) @ = (p1—c/5)x*+ (p2 —2ab/5)x3y + (p3 — 3ac/5)x%y* + (ps + 4b/5)xy> + cy?,
g =bat + (p1+4c/5)a’y + (3ab/5 + p2)a?y? + (ps + 2ac/5)xy® + (pa — b/5)y’;
(VD) & =piz* + pox’y + paz®y® + pazy?,
g = oaa + piady + paa®y® + psxy’ + pay™;
(VII) & = (p1 — ac/5)a + pax’y + psa®y® + pawy?®,
g = aba' + (p1 +4ac/5)z’y + p2a®y® + pswy® + pay’;
(VIII) & = pia* + (p2 — 20/5)2%y + pax®y® + pazy?,
g =pa’y+ (3a/5+ po)r?y® + paxy® + pay’;
(IX) @ =pie? + pa’y + (ps — 30/5)2%y” + paay® + ay?,
g =pa’y +pax®y? + (2a/5 + ps)ay® + pay’y
(X) @ =pia’+ (p2 — 2ab/5)2°y + (ps — 3ac/5)z?y® + pazy?®,
g =p1x’y + (3ab/5 +p2)a?y® + (ps + 20¢/5)xy® + pay’;
(XI) @ =pia*+ (p2 —2ab/5)2%y + (p3s — 3ac/5)z?y? + (pa + 4ab/5)zy® + acy?,
y =p1ady + (3ab/5 + pa)x®y? + (p3 + 2ac/5)zy® + (pa — ab/5)y?;
(XII) & = (p1—c/5)z* + (p2 — 2ab/5)x3y + (ps — 3ac/5)x?y? + (ps — 4b/5)zy® — cy,
y = bzt + (p1 +4c/5) 23y + (3ab/5 + p2)x?y? + (p3 + 2ac/5)zy® + (b/5 + pa)y?, a > —2;
(XII) @ = axy® (pa —4b(BT)*(B2)?/5) +a* (BZ/5+p1) + 2y (p2 — 2/5 (—(B2)* = (63)%)) +
2% (ps—3/5 ((B2)° + (B2)(81)?)) + (B2)*(B)",
g =y (b(BT)*(B2)?/5 +pa) + 2y (p1 — 482 /5) + 2%y (3/5 (—(82)* — (67)%) +p2) +
zy® (2/5 ((B2)° + (B2)(BY)?) +ps) + 2%
(XIV) & = fzgz( (6(!3*)30/5 +p3) + 2t (p1 — B /5) + 2%y ((4(B%)%) /5 + p2) +2y® (pa — 4(8*)?/5) +
(5 ) —Y ),
g = ay? (—4(BT)3e/5) + 2y (48T /5 + p1) + 2%y® (p2 — 6(87)?/5) +y* ((B1)*/5 + ps) + 2*

where o = £1.

Proof. Applying the canonical forms of the quintic homogeneous polynomials (i)-(xiv) given in Proposition 1
to system (8) defined in Lemma 7 we arrive to systems (I)-(XIV). Systems (XIII) and (XIV') consider the
exponent ¢ = 2 for the canonical forms (zii¢) and (zév) in Proposition 1.

Note that system (X1I) coincides with system (I) for « = 1 except for the intervals of the parameter a.
Systems (I7) can be obtained from system (I) with a = 2. O
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5. PROOF OF THEOREM 2

In this section we characterize the global phase portraits on the Poincaré disk of all homogeneous polynomial
differential systems of degree four of system (1), given in Theorem 8. Our analysis of the phase portraits
depends essentially on the number and type of real roots of the quintic binary forms associated to each system
(I) = —(XIV). Note that we do not need to study systems (XIII) and (XIV) because their analysis is the
same than for the systems (X1I) and (IV'), respectively. On the other hand, system (II) is equals to systems
(I) for a = 2, thus is not necessary study systems (I7), is enough consider the analysis for system I considering
a=2.

For each system given in Theorem 8 the origin is an equilibrium point. Note that each invariant straight line
of system (8) divides the Poincaré disk in two regions, then if F(x,y) has k invariant real linear factors, then
the Poincaré disk has 2k canonical regions. We separate the study according to the number of invariant real
linear factors of the homogeneous polynomial (6). In each case, we present all the possibilities following the
clockwise order in which they appear at infinity. For example if we have eight infinite equilibria, we need only
to characterize four consecutive equilibria, because the others four are the antipodal points and have the same
local phase portrait. Here, we introduce the notation s — s — sn —n for the four consecutive equilibria, meaning
that the first equilibrium point is a saddle, the second is a saddle, the third is a saddle-node and the four is a
node.

5.1. F(z,y) has a unique invariant real linear factor. First we assume that F(x,y) has only one invariant
real linear factor. Note that systems (I) for a > —2, I, (IIT) and (VI) of Theorem 8 have this property.

5.1.1. Phase portraits of system (I). System (I) ((II) and (XII)) has associated the quintic form F(x,y) =
a(bz+cy)(z +az?y? +y*), where the straight line y = —bx/c is a factor of F. Note that if ¢ = 0 then this curve
is x = 0, then the associated infinite equilibrium point is in Us and will be studied later. Note that A = —b/c is
a simple root of the function f(A) = a (aA? + A* + 1) (b+c)), defined in Proposition 4(c). Then, the associated
infinite equilibrium point (A,0) in U; is a saddle or a node and their local phase portrait depends, according
to (4), of the sign of e; = —ab(ab®c? + b* + c*)(aab?*c® + ab* + 5b%py — 5b%cps + 5bc*ps + act — 5¢3p1)/(5¢7)
given by the determinant of the matrix at the left in (4), so if e; > 0 it is a node and if e; < 0 it is a saddle.
Therefore, when the infinite equilibrium point in U; is a saddle (then the corresponding infinite equilibria in V;
is a saddle too), we have that the canonical regions are elliptic (see Figure 3 (b)), and when they are nodes the
canonical regions are hyperbolic close to the origin.

In the particular case when ¢ = 0 it is necessary to study the local chart Us, considering the polynomial
g(z) = F(z,1) = abz (az® + 2* + 1) where z = 0 is a simple root, and for & = 1 from (4) we have that the
origin of the local chart Us is a node if b > 0 and py < —b/5, or b < 0 and —b/5 < p4, and a saddle if b < 0
and py < —b/5, or b > 0 and —b/5 < py. In the case @ = —1 the origin of Us is a node if b > 0 and py > b/5,
or b < 0and py < b/5, and a saddle if b < 0 and ps > b/5, or b > 0 and ps < b/5. We consider a > —2, then
there are no more invariant straight lines. Thus the infinite equilibria on the Poincaré disk are two and can be
both saddles or both nodes, because the system has even degree and the other infinite equilibria are in U; and
V1, and of course in the origin of V5. Then the global phase portrait of system (I) with a > —2 is topologically
equivalent to Figure 1(a) if e; < Oor forc=0if a =1, b < 0 and py < —b/5, or b > 0 and —b/5 < py or
a=-1,b<0and py >b/5, or b>0 and py < b/5; and to Figure 1(b) if e; > 0 or for ¢ = 0 and either a = 1,
b>0and py < —=b/5,0or b < 0and —b/5 < py or @« = —1,b >0 and py > b/5, or b < 0 and py < b/5. Note
that if e; # 0 (or ¢ = 0 and ps # 1/5), then system (I) has no a common real linear factor. Without loss of
generality for the global phase portrait we consider ¢ =0 .

5.1.2. Phase portraits of system (II11). For system (III) the canonical binary form is F(z,y) = ay®(2? + 3?),
which presents only one invariant straight line given by y = 0. It is clear that there no are infinite equilibria in
Us (because the polynomial g(z) = F(z,1) = a(x? + 1) does not have real roots). In U; we have that y = 0 is a
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root of the polynomial fi(y) = F(1,y) with multiplicity three, then by Proposition 4(c) the origin of the local
chart U; can be a saddle or a node. More precisely, since it is not a simple root we need to study in the local
chart Uy their local phase portrait. The system in the local chart Uy of system (III) is

: 30,2 . 2 3 2 4
Z1 =azy(21 + 1), Zo = —p12o — Paz122 — P32722 — Paziz2 + 3/5z7z000 + 2] 2000

Thus the origin of U is the unique equilibrium and it is semi-hyperbolic with the non-zero eigenvalue equal to
—p1 (because the two equations of systems (II7) have not a common factor). Assuming p; < 0 we can apply
Theorem 2.19 of [7] and we get that if o« =1 it is a saddle, and for & = —1 it is an unstable node (if p; > 0 we
do a re-parametrization on the time dt/dr = —1 to change the sign of the eigenvalue).

With these information we can complete the global phase portrait of system (III) (see Proposition 4(d)).
Then the global phase portrait of system (I17) is topologically equivalent to Figure 1(a) or 1(b).

5.1.3. Phase portraits of system (VI). System (VI) has associated the quintic canonical form Fg(z,y) = ax®.

This system only has the invariant straight line x = 0. Then the unique infinite equilibrium points are the
origin of the local charts Uy and V5. The system in the local chart Uy becomes

7 = —az), Zy = —zo(ps+ D321+ P2zt + p12d + azl).

So the origin is a semi-hyperbolic equilibrium with eigenvalues 0 and —p, (where py is not null because the
system (VI) has no common factors). Then, by Theorem 2.19 of [7] we can study its local phase portraits. We

can suppose that ps < 0 (if not, we do a rescaling in the time dt/dr = —1). Using the notation and results of
the theorem previously mentioned we have that g(z) = —ax®, and then the local phase portrait at the origin of
U, is a saddle if a = 1, and it is an unstable node if & = —1. Therefore the local phase portrait is as in Figures

1(a) or 1(b).

5.2. F(z,y) has two invariant real linear factors. Three systems present exactly two invariant straight
lines, these are systems (I'V), (VII) and (VIII).

5.2.1. Phase portraits of system (IV). The canonical binary form zQ(x,y) — yP(x,y) of system (I'V') presents
one simple real linear factor, one double real factor, and two complex linear factors, i.e. it has the form
F(x,y) = albr + cy)y?(x% + y?). So system (IV) has two invariant invariant straight lines y = 0 and either
y=—bx/cif c#0,or x =0if c=0.

In the local chart U; we have that y = 0 is a double root of the polynomial fi(y) = F(1,y), then the
origin of the local chart U; is a saddle-node. Furthermore, the straight line y = —bx/c is a simple root
of fi(y), analyzing the lineal part of the associated function f(A) = aA? (A2 4 1) (b + cA) we obtain that if
es = —((3(b? + ) a(=5c3p1 + 5bc*py — 5b%cps + 5b3py + bl + b2c2a))/(5¢7)) > 0, then the corresponding
infinite equilibrium is a node, and if ey < 0 it is a saddle.

If ¢ = 0 then the origin of the local chart Us is an equilibrium. We suppose without loss of generality that
b = 1. Then the linear part of the simple root 2z = 0 of the polynomial g(z) = F(x,1) is given in (4). The
sign of the determinant —g’(0)P(0,1) = (—ps — «/5)a determines the local phase portrait at the origin of Us,
precisely it is a saddle if « = —1 and py < 1/5, or @« = 1 and py > —1/5, or an unstable node if « = —1 and
p4 < 1/5, or a stable node if &« =1 and py > —1/5.

We can obtain the global phase portraits of system (I'V') using the information of the infinite equilibria. Then
system (IV) is topologically equivalent to Figure 1(c) if e4 > 0, or ¢ =0 and a = —1, py < 1/5, or ¢ = 0 and
a =1, ps > —1/5, and topologically equivalent to Figure 1(d) if e, < 0, or ¢ = 0 and @ = —1, py < 1/5, or
c=0adn a=1, py >—-1/5.



12 J. LLIBRE, Y.P. MARTINEZ AND C. VIDAL

5.2.2. Phase portrait of system (VII). The polynomial xQ(z,y) — yP(z,y) for system (VII) is F(z,y) =
a(bz + cy)z* with ¢ # 0, i.e. it has one simple real linear factor and one real linear factor of multiplicity four,
which provide the invariant straight lines = 0 and y = —bz/c.

Since = 0 is a root of even multiplicity of the polynomial g(y) = F(x,1) = a(bx + c)z*, by Proposition
4(c) we have a saddle-node in the local chart U;. On the other hand, y = —bz/c is a simple root of fi(x) =
F(1,y) = a(b+ cy), analyzing e; = —f{(0)P(0,1) = —ba(—5c3p; + 5bc*pa — 5b%cps + 5b3py + c*a)/(5c) we
have that the local phase portrait at the infinity of this invariant straight line is a node if e; > 0, or a saddle if
er < 0.

Note that if b = 0 then this straight line becomes the straight line y = 0, taking by simplicity ¢ = 1 (the
general case is analogous) the study in the local chart Uy give us that the origin of U; is a hyperbolic equilibrium
with eigenvalues o and «/5 — p1, so it is a node if & = 1 and py > —1/5, or if @« = —1 and py < 1/5; and it
is a saddle if &« = 1 and py < —1/5, or if « = —1 and py > 1/5. Note that for « = 1 and py = —1/5, or for
a = —1 and py = 1/5 the polynomials P(x,y) and Q(x,y) have the common factor = 0, it happens similarly
with er = 0.

The global phase portrait of system (VII) is topologically equivalent to either Figure 1(c), or Figure 1(d).

5.2.3. Phase portraits of system (VIII). For system (VIII) we have the polynomial F'(z,y) = ax®y?, i.e. it has
one double real linear factor and one triple real linear factor. So system (VIIT) has the two invariant straight
lines # = 0 and y = 0. Since y = 0 is a double root of the polynomial f;(y) = F(1,y) = ay?, by Proposition
4(c) this straight line provides a saddle-node in the local chart U;. System (VIIT) in the local chart Uy writes
(9) 7= —azd, Zy = —29(5py + Bp3zy 4 5pez? + 5p123 + 3az2?) /5.

The origin of this system is a semi-hyperbolic equilibria with the non null eigenvalue equal to —p4, (note that
pg # 0, otherwise the system (VIII) would have the a common factor x), using Theorem 2.19 of [7] (supposing
P4 < 0) we get that the origin of system (9) is a saddle if @ =1 and it is a node if @ = —1.

The global phase portrait of systems (VII) coincides with the global phase portrait of systems I'V and VII
and they are topologically equivalent to Figures 1(c) or 1(d).

5.3. F(z,y) has three invariant real linear factors. Three systems present exactly three invariant straight
lines, these are systems (V'), (IX) and (X).

5.3.1. Phase portrait of system (V). For system (V') the canonical form is F(z,y) = a(bx +cy)(z* + az?y? —y?)
with (b, ¢) # (1, i\/ (—a+ va? +4)/2), i.e. has three simple real linear factors and two complex linear factors,

providing the invariant straight lines y = bx/c (or = 0if ¢=0) and y = £4/(Va? +4+a)/2 z.

In the local chart U; we have the equilibria (i \/a/2 + V4 +a?/2, 0) and (—b/c,0). Since the first coordinate
of these equilibria are simple roots of the polynomial f;(y) = F(1,y), these equilibria are saddles or nodes. The
study of the linear part of the system at these equilibria states that (—\/a/Q + V4 +a?/2, O) is a saddle if

e% = (—20p; + 2\/?(—2@() + 5pa) /a1 — 10psay + \/§(4b + 5;04)cu:f/2 + (4 + 6ac; — 50[%))(4\/517. /aq (—a+
a1) + c(4 + 6aa; —5a32))/80 < 0,

where a; = a + V4 + a2, and it is a node if e} > 0. The equilibrium <\/a/2 + V4 +a?/2, O) is a saddle if

e? = (20p; + 2v/2(—2ab + 5pa) /a1 + 10psaq + v/2(4b + 5p4)a‘;’/2 + ¢(—4 — 6aa; + 5a2))(4v/2b\/ar (—a+
ap) + ¢(—4 — 6aa; +5a3)) < 0,
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or it is a node for eZ > 0, and the equilibrium (—b/c,0) is a saddle if
ed = (1/(5¢%)(—=b" + ab*c® + ") (=b? + ¢3(c — Bp1) + 5bc?py + bPc(ac — 5ps) + 5b3py) < 0,
or a node if €3 > 0.

In the case ¢ = 0, the real linear factor of F(x,y) that depends on b and c is transformed into bz = 0, and
x = 0 is a simple root of the function g(z) = F(x, 1). Therefore from the linear part of system (V') at the origin
of Uy we get that this origin is a node if €2 = —(—p4 + ab/5)ab > 0, and it is a saddle if & < 0.

In short we have that the global phase portrait of system (I7) is topologically equivalent to Figure 1(g) for
n-n-n, Figure 1(h) for n-s-s, Figure 1(i) for s-n-n, and Figure 1(j) for s-s-s.

5.3.2. Phase portraits of system (IX). This system has associated the canonical form F(z,y) = ay?(z? — y?)
which has three real linear factors, two simple and one of multiplicity three. We study only the local chart U
for obtaining the phase portrait in a neighborhood of the infinity, because the origin of Us is not an equilibrium
point.

We note that the roots of the polynomial fi(y) = F(1,y) = ay®(1 — y?) are the triple root y = 0, and the
simple roots y = +1 which are saddles or nodes. Actually, the sign of —fi(y;)P(1,y;) for i = 1,2 with y; =1
and y2 = —1 depend on ¢; = —2(—pl —p2—p3 —pd+2a/5)a for y1, and on ¢y = —2(—pl+p2—p3+pd—2a/5)a
for yo. For determining the local phase portrait at the origin of U; it is necessary to study the system in the
local chart U; which is

(10) 71 = azf(l — z%), Zo = —P12o — Paz12o —png,zQ —p4z:1322 + 3/52%@@ — zfzza.

The origin of system (10) is semi-hyperbolic and applying the Theorem 2.19 of [7] we obtain that for p; < 0
it is a saddle if &« = 1, or a node if &« = —1.

The combinations of the three correlative infinite equilibria can be n-n-n, n-s-s, s-n-n and s-s-s. According to
these combinations we have that the global phase portrait of system (1X) ia topologically equivalent to Figures

1(g)-()-

5.3.3. Phase portraits of system (X). System (X) has three invariant straight lines z = 0, y = 0 and y = bz/c,
which correspond to the real linear factors of the canonical form F(x,y) = ax?y?(bx + cy) with be # 0.

The invariant straight line x = 0 says that the origin of U, is an infinite equilibrium point. Since x = 0 is
double root of the polynomial g(z) = F(x,1), the local phase portrait of the origin of U; is a saddle-node. In
a similar way we obtain that the origin of U; is also a saddle-node. The infinite equilibrium corresponding to
the simple root y = —b/c of fi(y) = F(1,y) = ay?(b+ cy) from (4) has the linear part

(2ab + 3c)a/a? *
0 —(5a3py + 5a’pa + baps + 5ps + 3a%ba + 2aca) /(5at) )
Therefore it is a node if e;p = —(b>a(—5c®*p1 — 5b%cps + 5b3ps + be?(5pz + b)) /(5¢®) > 0, and it is a saddle if
e10 < 0.

According to the possible combinations of the equilibria at the infinity we have that the global phase portrait
of system (X)) is topologically equivalent to Figure 1(k) for sn-n-sn, or 1(e) for sn-s-sn.

5.4. F(z,y) has four real linear factors. System (XI) is the only one that has four invariant straight lines,
these are y =0, y =z, y = —x and y = —b/c (if ¢ = 0 the straight line is = 0). The polynomial F(z,y) is
F(x,y) = a(be + cy)y® (2 — y?).

In the local chart U; we have four different infinite equilibria and their coordinates are (0,0), (1,0), (—1,0)
and (—b/c,0). Since y = 0 is a double root of the polynomial f;(y) = F(1,y) = a(b+ cy)y*(1 — y?), the origin
of U; is a saddle-node. Due to the fact that y = £1 and y = —b/c are simple roots of the polynomial f;(y)



14 J. LLIBRE, Y.P. MARTINEZ AND C. VIDAL

the corresponding equilibria (+1,0) and (—b/c,0) can be saddles or nodes. More precisely, (—1,0) is a node if
el; = 2(b—c)a(—p1+p2—p3+ps+(2ba)/5—(2ca)/5) > 0 > 0, and it is a saddle if €2, < 0. The equilibrium (1, 0)
is a node if 3 = —2(b+ c)a(—p1 —p2 —p3 — ps — (2bar) /5 — (2ca) /5) > 0, or a saddle if ¢3 < 0. The equilibrium
(=b/c,0) is a saddle if e3; = b?(b — ¢)(b + ¢)a(5c3p1 + 5b%eps — be? (5pe + ba) + b3(=5ps + ba))/(5c®) < 0, or a
node if €3, > 0.

If ¢ = 0 then we have the invariant straight line x = 0 instead of y = —bx /¢, which implies that the origin of
U, is an infinite equilibrium. Since z = 0 is a simple root of the polynomial ps(x) = F(z,1) = ax(x? — 1), from
the linear part at the origin of the system in the local chart U, we obtain that if €3, = —2(—p1 +pa — p3 +ps +
2ab/5)ab > 0, the origin is a node, and if €3; < 0 it is a saddle.

According to the combinations of the equilibria at infinity we have that the global phase portrait of system
(XT) is topologically equivalent to Figure 1(1) for s-n-n-sn, Figure 1(m) for s-n-s-sn, Figure 1(n) for n-s-n-sn,
Figure 1(0) for n-s-s-sn, Figure 1(p) for s-s-s-sn, or Figure 1(q) for n-n-n-sn.

Note that the order n-n-s-sn coincides with the order s-n-n-sn doing the reflection (x,y) — (z, —y), and the
same happens for s-s-n-sn with respect to n-s-s-sn.

5.5. F(z,y) has five real linear factors. Finally we study the phase portraits of system (XII) (or (I) for
a > —2 and a = 1) which have five invariant straight lines. The analysis of the invariant straight line y = —bx/c
(or x = 0 if ¢ = 0) already has been done in the first case of the study of system () in 5.1.1. In the case a < —2
there exists four additional invariant straight lines (to y = —bx/c) given by y = j:\/(:l:\/ a? — 4x? — ax?)/2 x.
Then here exists four additional equilibrium points at infinity in the local chart Uy.

We study the roots of the polynomial fi(y) = F(1,y) = a(l + ay® + y*)(b + cy) for a < —2, which are
Yy = f\/(f\/az — 4?2 — ax?)/2, yo = \/(f\/a2 —4x? — ax?)/2, y3 = f\/(\/az — 42?2 —ax?)/2 and y4 =

\/(\/ a? — 4x? — az?)/2. All these roots are simple, so they can be saddles o nodes. From the linear part of
the system given in (4) at these roots we obtain: for y = y; with i = 1,4, we have that if —f’(y;)P(1,y;) > 0
(respectively —f'(y;)P(1,y;) < 0) the associated equilibrium is a node (respectively a saddle). Doing all the
combinations of the local phase portrait at the infinite equilibria in U; and the infinite equilibria (0,1) on the
Poincaré disk we have seven combinations: n-n-n-n-n, n-n-n-n-s, n-n-n-s-s, n-n-s-n-s, N-n-s-s-s, n-s-s-s-n and
$-8-5-S-T1.

The case where all the infinite equilibria are saddles cannot occurs. Indeed, we write F'(z,y) = a(y—rz)(y —
rox)(y — r3x)(y — rax)(y — rsx) with 71 < 19 < rg < ry < rs. Then the conditions over the first four roots r; of
F(1,y) are —f'(r;)P(1,r;) = —¢? i = 1,4, because they must be saddles. We get

pr = (—a®A(=rarsrars — ri(rarars + ro(—4rsry + rars +1415))) — r1(r1 — r3)ra(re — ra)(rs — ra)radi+

r3(r1(re — ra)ragy — r3(ragf + i) + ra(rigt +ri07)) + r3(rira(—rf + r1)¢3 + 3 (ragi + ridi)—

r3(rigt +ri¢1)) +r2(rf(r1 — ra)riod — ri(risl +rigd) + ri(risl +ri¢)))/ (5al),

p2 = (a®A(=2r3ryrs + 12(3r374 — 27375 — 21475) + 11 (31374 + 1o (33 + 314 — 275) — 21375 — 27475))+
gt — rartot ekt~ rirlod —rirdoh + 68 4 rkrigh - rirtol — ririgh + ririod-
T3] + rirdod + r3(ri(—ot + 63) +r3(6F + 67) — ri(63 + 01)) + r3(ri (67 — 03) — ri (61 + o)+
(03 + 631)))/(5al),

p3 = (—a?A(2rsry + r2(2r3 + 2ry — 3r5) + r1(2ra + 273 + 2ry — 3r5) — 3rars — 3ravs) — riradi+
P07 — 1rgd + 1173+ TR — T3 — rdd 4 roridd b i — rrgit
rir3¢f — rird + r3(ra(df — 63) — r3(61 + 63) + 71(3 + 67)) + ra(ri(—d1 + 63) + 13 (7 + ¢7) -
3 (03 + ¢1)))/ (5al),



HOMOGENEOUS QUARTIC VECTOR FIELD 15

ps = (a®A(ry + 1o+ 13 4+ 14 — 4r5) + 130407 — r3rid? + rivsgd — rir3d3 — rivgddi+
T3TaQ5 + riTid3 — rarids — rirad3 4+ riries — rirsgi + rir3df + ra(ra(—o3 + ¢3)+
r3(07 + 1) — 11(83 + ¢1)) + 12 (ri (67 — 83) — r3 (67 + 67) +17(65 + ¢1)))/ (5al).
where A = (11 —r2)(r1—r3)(ra—r3)(r1—r4)(ra—r4)(rs—r4). These conditions implies that — f'(r5)P(1,r5) > 0,
because —f’(r5)P(1,75) + ¢2 = 0 is equivalent to k1a® + ko = 0, and this equation has a unique solution if
Kike < 0, but

H2:5(’I"177"5)(7’277’5)(7‘377’5)(7"477"5) >O,

and
L c16 + 203 + c33 + cadf + 503
YT (rs = o) (1 — ra)(ry — r3)(r1 — ra)(ry — ra)(r3 — 14)’

with

¢ = (7“2 - 7“3)(T2 - 7‘4)(7"3 - 7’4)(7”2 - 7”5)(7"3 - 7“5)(7"4 - T5)

ca = (r1—r3)(ry —ra)(rs —7r4)(r1 —7s5)(rs —75)(r4 — 75)

cs =(r1—ro)(r1 —rg)(ra —rg)(r1 —75)(ra —15)(ra —1r5) > 0

cs = (ry—ro)(r1 —7r3)(re —r3)(ry —rs5)(r2 —75)(r3 — 15)

[ (7“1 - 7“2)( 1 — 7”3)(7‘2 - 7‘3)(7"1 - 7"4)(7“2 - 7“4)(7‘3 - 7’4)

Thus k12 > 0 and the infinite equilibria associated to r5 cannot be a saddle. (for ¢ = 0 we can prove following
the same argument that the infinite equilibria cannot be all saddles).

According to the possible combinations of the equilibria at infinity we have that the global phase portrait of
system (X)) is topologically equivalent to Figure 1(r) if s-n-s-s-s, Figure 1(s) if s-n-n-n-n, Figure 1(t) if s-n-s-s-n,
Figure 1(u) if s-n-n-s-n, Figure 1(v) if n-n-n-s-s, Figure 1(w) if s-n-n-s-s and Figure 1(x) if n-n-n-n-n.

This completes the proof of Theorem 2.
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