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#### Abstract

We apply the averaging method in a class of planar systems given by a linear center perturbed by a sum of continuous homogeneous vector fields, to study lower bounds for their number of limit cycles. Our results can be applied to models where the smoothness is lost on the set $\Sigma=\{x y=0\}$. They also motivate to consider a variant of Hilbert 16th problem, where the goal is to bound the number of limit cycles in terms of the number of monomials of a family of polynomial vector fields, instead of doing this in terms of their degrees.


## 1. Introduction

A limit cycle is a periodic orbit of a differential system that is isolated in the set of all its periodic orbits. The investigation of the existence of limit cycles is relevant for its theoretical interest, because they are the $\alpha$ or $\omega$ limit set of many other trajectories, as well as for their importance in the study of many phenomena in applied sciences, see of instance $[3,11,21,29,30]$. One of the approaches to detect such objects is the averaging theory. We refer the books of Sanders and Verhulst [27] and Verhulst [31] for an introduction on this subject.

In this paper we will apply this theory to give a lower bound for the number of limit cycles of a special family of continuous planar differential equations. Motivated from our results on this family we will propose to approach the classical Hilbert 16th problem from a different point of view. Our results on both questions are described in more detail in next two subsections.
1.1. Limit cycles for a sum of continuous homogeneous vector fields. The piecewise smooth differential system theory has developed very quickly in recents years and has certainly become an important common frontier between Mathematics, Physics and Engineering, for example. Many studies on piecewise smooth differential system concern the case in which the set $\Sigma$, where the systems lose smoothness, is a regular manifold. Nevertheless, in the recent years the interested in the case where $\Sigma$ is the union of regular manifolds has increased, including the case when $\Sigma$ is not regular, but it is an algebraic manifold. See for instance Panazzolo and Da Silva in [23]. There are also studies that deal with the search of limit cycles of discontinuous systems with $\Sigma$ being an algebraic manifold, see for instance [18] and [22].

In this work we give some lower bounds for the number of limit cycles in some classes of continuous, not necessarily locally Lipschitz, piecewise smooth differential systems where $\Sigma=\{x y=0\}$. The main technique is the averaging theory.

Some systems and problems that motivated this study are introduced in Section 2. They include models of capillary rise, population models and also some type of SIR models. All of them have in common that can be written as differential equations of the

[^0]form
\[

$$
\begin{equation*}
\dot{x}=f(x, y, \sqrt{x}, \sqrt{y}), \quad \dot{y}=g(x, y, \sqrt{x}, \sqrt{y}) \tag{1}
\end{equation*}
$$

\]

where $f$ and $g$ are smooth or polynomial functions and $x, y \geq 0$. We can consider the natural odd extension of the function $\sqrt{u}$ given by $\sqrt{u}^{\mathbb{R}}:=\operatorname{sgn}(u) \sqrt{|u|}$ defined for any real number and then these systems can be considered in the full plane but they are non-smooth on the set $\Sigma=\{x y=0\}$. They clearly belong to the category described above. Notice also that the corresponding vector fields are not Lipschitz functions on $\Sigma$.

In fact, these systems could also be treated by introducing new variables $u$ and $v$ such that $u^{2}=x$ and $v^{2}=y$ and changing the time, but as we will see, the approach presented in the paper can be applied directly to the original system and can also be applied to more general systems involving simultaneously several non-differentiable functions. For example, the functions $\sqrt[k]{x}$, for different values of $k$, also can be treated with our point of view.

Recall that a continuous vector field $X(x, y)$ is called homogeneous with degree of homogeneity $\alpha$, where $0 \leq \alpha \in \mathbb{R}$, if $X(r x, r y)=r^{\alpha} X(x, y)$ for all $(x, y) \in \mathbb{R}^{2}$ and all $0 \leq r \in \mathbb{R}$. For simplicity sake, we will denote $X(x, y)=(f(x, y), g(x, y))$ instead of the more usual notation $X(x, y)=f(x, y) \frac{\partial}{\partial x}+g(x, y) \frac{\partial}{\partial y}$. When $\alpha<1$, this vector field is continuous but it is not Lipschitz. Its associated planar system of differential equations is $(\dot{x}, \dot{y})=X(x, y)$, or equivalently, $\dot{x}=f(x, y), \dot{y}=g(x, y)$. Our first result is the following:
Theorem 1.1. Consider the class $\mathcal{F}_{\mathbf{a}}$ of planar vector fields

$$
\begin{equation*}
X(x, y)=(-y, x)+\sum_{j=0}^{n} a_{j} X_{j}(x, y), \quad \mathbf{a}=\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n+1} \tag{2}
\end{equation*}
$$

where for each $j, X_{j}=\left(f_{j}, g_{j}\right)$ is a fixed continuous homogeneous vector field with degree of homogeneity $0 \leq \alpha_{j} \in \mathbb{R}$ and $\alpha_{0}<\alpha_{1}<\cdots<\alpha_{n}$. There exist values of a such that the differential equation associated to $X$ has at least $m$ hyperbolic limit cycles, where $m+1$ is the number of non-zero values among

$$
I_{j}=\int_{0}^{2 \pi}\left(f_{j}(\cos \theta, \sin \theta) \cos \theta+g_{j}(\cos \theta, \sin \theta) \sin \theta\right) d \theta, \quad j=0,1, \ldots, n
$$

As we have already said, the proof of Theorem 1.1 is based on the averaging first order method. This theorem extends some of the results of [9] to the non-smooth case.

For instance, simple examples of non-smooth $X_{j}$ where our approach can be used are

$$
X_{j}(x, y)=\left(a_{j} \operatorname{sgn}(x)|x|^{\alpha_{j}}+b_{j} \operatorname{sgn}(y)|y|^{\alpha_{j}}, c_{j} \operatorname{sgn}(x)|x|^{\alpha_{j}}+d_{j} \operatorname{sgn}(y)|y|^{\alpha_{j}}\right)
$$

where $0<\alpha_{j}<1$. They clearly include our goal functions.
1.2. A new Hilbert 16th type problem. The second part of the paper deals with polynomial vector fields. Recall that the second part of the Hilbert's 16th problem asks about the maximum number of limit cycles for planar polynomial vector fields in terms of their degrees. Usually, the maximum number of limit cycles of vector fields of degree $n$, is denoted as $\mathcal{H}(n)$ (admitting in principle that this number could be infinity) and it is called Hilbert number. One of the most famous and difficult open problems in Mathematics is to prove its finiteness and to exhibit the number $\mathcal{H}(n)$, see [12, 28]. It is known that $\mathcal{H}(1)=0, \mathcal{H}(2) \geq 4$, and $\mathcal{H}(3) \geq 13$, see [26] for more lower bounds for small $n$ and other related references. It is also known that there is a sequence of values $n$ going to infinity such that $\mathcal{H}(n) \geq M(n)$ where $M(n)=\left(\frac{n^{2} \log (n)}{2 \log 2}\right)(1+o(1))$, see for instance [2] and their references. To the best of our knowledge the first result proving the existence of a lower bound of type $\mathcal{O}\left(n^{2} \log (n)\right)$ for $\mathcal{H}(n)$ is due to Christopher and Lloyd [8].

From the statement of Theorem 1.1 we started to think on a different version of Hilbert's sixteenth problem facing the question from a different point of view. Instead of trying to bound the number of limit cycles in terms of the degrees of the vector fields we start wondering ourselves if it is not better to do this in terms of the number of homogeneous vector fields involved in a family. This formulation leads us essentially to the same problem, since polynomial vector fields of degree $n$ are the sum of $n+1$ homogeneous vector fields. In fact, it is even a worst point of view in the light of the following family of polynomials vector fields studied in [10],

$$
\dot{z}=A z+B z|z|^{2(k-2)}+\mathrm{i} c \bar{z}^{k-1}
$$

where $z=x+\mathrm{i} y, A=a_{1}+\mathrm{i} a_{2}, B=b_{1}+\mathrm{i} b_{2} \in \mathbb{C}, c \in \mathbb{R}$ and $k \geq 3$. It has at least $k$ limit cycles but it can also be written in real variables as

$$
(\dot{x}, \dot{y})=a_{1} X_{1}(x, y)+a_{2} X_{2}(x, y)+b_{1} X_{3}(x, y)+b_{2} X_{4}(x, y)+c X_{5}(x, y)
$$

that is, involving only five homogeneous vector fields with only three different degrees.
However, this way of thinking the problem leads us to a new point of view that may be interesting to the reader: Why do not try to study the number of limit cycles in terms of the number of homogeneous vector fields formed by single monomials?

Somehow this point of view tries to mimic the role of Descartes theorem in the study of the number of real zeroes of a polynomial $P(x)$ of degree $n$, having $m$ non-zero monomials. Recall that while the maximum number of real roots is $n$, the actual maximum number of real roots is $2 m-1$ and this bound is independent of the degree of $P$. Indeed, $P$ has at most $m-1$ positive roots, $m-1$ negative roots, and eventually the root 0 .

To state more clearly our point of view and our results, for each $m \in \mathbb{N}$ fixed, we consider the following family of polynomials differential equations:

- Family $\mathcal{M}_{m}$ given by

$$
(\dot{x}, \dot{y})=\sum_{j=1}^{m} a_{j} X_{j}(x, y), \quad \text { with } \quad X_{j}(x, y)=\left\{\begin{array}{l}
\left(x^{n_{j}} y^{k_{j}}, 0\right), \quad \text { or }, \\
\left(0, x^{n_{j}} y^{k_{j}}\right),
\end{array}\right.
$$

where $\mathbf{a} \in \mathbb{R}^{m}$ and the pairs $\left(n_{j}, k_{j}\right) \in \mathbb{N}^{2}$ vary among all the possible values. Varying $m$, this family covers all polynomial differential equations. The letter $\mathcal{M}$ is chosen because the important point is to count the number of involved monomials.
We define $\mathcal{H}^{M}[m] \in \mathbb{N} \cup\{\infty\}$ to be the maximum number of limit cycles that systems of the family $\mathcal{M}_{m}$ can have.

The next theorem includes the results on lowers bounds for this Hilbert type number. The proof of the first part for $m \geq 4$ is a straightforward consequence of Theorem 1.1 and also a consequence of other known results on classical Liénard systems. The second part is a direct corollary of the recent paper [2] and uses results on generalized Liénard systems.

Theorem 1.2. With the notation introduced above it holds that $\mathcal{H}^{M}[m]=0$ for $m=$ $1,2,3$ and for $m \geq 4, \mathcal{H}^{M}[m] \geq m-3$. Moreover, there exits a sequence of values of $m$ tending to infinity such that $\mathcal{H}^{M}[m] \geq N(m)$, where

$$
N(m)=\left(\frac{\left(\frac{m-3}{2}\right) \log \left(\frac{m-3}{2}\right)}{\log 2}\right)(1+o(1))
$$

A similar result could be stated by using the lower bounds of $\mathcal{H}(n)$ of type $\mathcal{O}\left(n^{2} \log (n)\right)$ because the systems of degree $n$ involve $m=(n+1)(n+2)$ monomials. These systems
and the ones presented in [2] are relevant because for $m$ big enough they have more limit cycles than monomials.

It is not difficult to see that all the results given in Theorem 1.2 also hold for the subclass of $\mathcal{M}_{m}$ of second order differential equations $\ddot{x}=P(x, \dot{x})$ where $P$ is a polynomial with $m-1$ monomials, since classical Liénard differential equations are written as $\ddot{x}=$ $f(x)+g(x) \dot{x}$, or equivalently, like the system $(\dot{x}, \dot{y})=(y,-f(x)-g(x) y)$.

It is also worth to mention that the celebrated examples of quadratic systems that prove that $\mathcal{H}(2) \geq 4$ are given by systems with $m=8$ monomials, see for instance [7, 24], and so they have $m-4$ limit cycles. The cubic system given in [14] that proves that $\mathcal{H}(3) \geq 13$ has $m=9$ monomials and at least $m+4$ limit cycles.

Under the light of the above results, a natural problem is to find the minimal $m$ such that there exists a system with $m$ monomials having at least $m+1$ limit cycles.

We remark that, although our results give a new point of view for counting the number of limit cycles of polynomials vector fields, they do not provide new lower bounds for the classical Hilbert numbers.

## 2. Some motivating models

In this section we shortly explain some models that motivate the class of equations (1) that can be treated with the tools introduced in this paper.
2.1. Capillary rise. A first example is given by the equation that models the capillary rise. The capillary action is a physical property that the fluids have in to go down or up in extremely thin tubes. Sometimes this action forces the liquid to go up against the force of gravity or even to induce a magnetic field. This ability to rise or fall results from the ability of the liquid to "wet" or not the pipe surface (glass, plastic, metal, etc.). For instance in the case of water in a glass beaker, we have tendency of water to adhere to the glass, bending upward near the wall, forming a concave meniscus and rising to a certain height above water level, here we have a capillary rise. In the case of mercury the opposite happens, the tendency of mercury is to move away from the wall, forming a convex meniscus and descending at a certain height from the mercury level, here we have a capillary depression.

This phenomenon is described in more detail in [25] and can be modeled in an adimensional way by the planar system

$$
\left\{\begin{array}{l}
\dot{x}=y \\
\dot{y}=1-a y-\sqrt{2 x}, \quad x \geq 0
\end{array}\right.
$$

where $a$ is a positive parameter.
2.2. Some population models. Following [1] we introduce the herd behavior. If $R$ represents the density of certain population, namely number of individuals per surface unit, with the herd occupying an area $A$, then the individuals who take the outermost positions in the herd are proportional to the perimeter of the region where the herd is located whose length depends on $\sqrt{A}$. They are therefore in number proportional to the square root of the density, that is to $\sqrt{R}$, with a proportionality constant that depend on the shape of the herd. Then, the interactions with the second population with density $Q$ occur only via these peripheral individuals, so that instead of the usual $Q R$ that appears in most predator-prey systems, there is a term proportional to $Q \sqrt{R}$. In a dimensional-less set of variables these type of models write as

$$
\left\{\begin{array}{l}
\dot{x}=x(1-x)-y \sqrt{x}, \\
\dot{y}=-x y+c y \sqrt{x}, \quad x \geq 0,
\end{array}\right.
$$

for $c \in \mathbb{R}$, see also [4]. For other population models, involving also square roots, see [3, Sec. 4.10].
2.3. A SIR type model. In [20] the author proposes a variation of the classical SIR model. Recall that it is a mathematical model of the spread of infectious diseases that classifies the population in three categories: Susceptible, Infectious, or Recovered. This model relate these categories by the differential system

$$
\dot{S}=-\beta \sqrt{S I}, \quad \dot{I}=\beta \sqrt{S I}-\gamma \sqrt{I}, \quad \dot{R}=\gamma \sqrt{I}, \text { for } S, I, R \geq 0
$$

where $\alpha, \beta$ and $\gamma$ are real parameters. Notice that it can be studied via a planar system because $\dot{S}+\dot{I}+\dot{R}=0$ and as a consequence $S(t)+I(t)+R(t)=S_{0}+I_{0}+R_{0}$.

## 3. Definitions and Preliminaries.

In this section we review some definitions and results that will be used in this paper. For the characterization of Chebyshev Systems in an open interval we will use the following results which can be found in [13] and [19].

Definition 3.1. Let $u_{0}, \ldots, u_{n-1}, u_{n}$ be functions defined in an open interval $L$ of $\mathbb{R}$. The ordered set $\left(u_{i}\right)_{i=0}^{n}$ forms an extended complete Chebyshev system, for short ECT-system, on $L$ if any nontrivial linear combination $a_{0} u_{0}+\cdots+a_{k} u_{k}$ has at most $k$ isolated roots in $L$ counting multiplicity, for every $k=0,1, \ldots, n$.

The following result is a very useful characterization of smooth $E C T$-systems in terms of Wronskians.

Proposition 3.2. The set of ordered $\mathcal{C}^{n}$-functions $\left(u_{0}, \ldots, u_{n}\right)$ forms an ECT-system on $L$ if, and only if, for every $k=0, \ldots, n$,

$$
W\left(u_{0}, \ldots, u_{k}\right)(x)=\left|\begin{array}{ccc}
u_{0}(x) & \cdots & u_{k}(x) \\
u_{0}^{\prime}(x) & \cdots & u_{k}^{\prime}(x) \\
\vdots & \ddots & \vdots \\
u_{0}^{(k)}(x) & \cdots & u_{k}^{(k)}(x)
\end{array}\right| \neq 0
$$

for every $x \in L$.
We will need the following lemma.
Lemma 3.3. Consider $\beta_{i} \in \mathbb{R}$ such that $\beta_{0}<\beta_{1}<\cdots<\beta_{m}$. Then the functions $\left(x^{\beta_{0}}, \ldots, x^{\beta_{m}}\right)$ form an ECT-system on $(0, \infty)$.

Proof. We claim that

$$
\begin{equation*}
W=W\left(x^{\beta_{0}}, \ldots, x^{\beta_{k}}\right)=x^{S}\left(\prod_{0 \leq i<j \leq k}^{k}\left(\beta_{j}-\beta_{i}\right)\right), \quad \text { where } \quad S=\sum_{i=0}^{k} \beta_{i}-\frac{k(k+1)}{2} . \tag{3}
\end{equation*}
$$

Then, each $W\left(x^{\beta_{0}}, \ldots, x^{\beta_{k}}\right) \neq 0$ in $(0, \infty)$, for $k=0, \ldots, m$, and by Proposition 3.2 the functions $\left(x^{\beta_{j}}\right)_{j=0}^{m}$ form an $E C T$ on $(0, \infty)$ as we wanted to prove.

Let us prove the claim. For $1 \leq k \in \mathbb{N}$, set $(\beta)_{k}=\beta(\beta-1)(\beta-2) \cdots(\beta-k)$. Then,

$$
\begin{aligned}
W & =\left|\begin{array}{ccc}
x^{\beta_{0}} & \cdots & x^{\beta_{k}} \\
\beta_{0} x_{0}^{\beta_{0}-1} & \cdots & \beta_{k} x^{\beta_{k}-1} \\
\left(\beta_{0}\right)_{1} x^{\beta_{0}-2} & \cdots & \left(\beta_{k}\right)_{1} x^{\beta_{k}-2} \\
\vdots & \ddots & \vdots \\
\vdots & \vdots \\
\left(\beta_{0}\right)_{k-1} x^{\beta_{0}-k} & \cdots & \left(\beta_{k}\right)_{k-1} x^{\beta_{k}-k}
\end{array}\right|=x^{S}\left|\begin{array}{ccc}
1 & \cdots & 1 \\
\beta_{0} & \cdots & \beta_{k} \\
\beta_{0}\left(\beta_{0}-1\right) & \cdots & \beta_{k}\left(\beta_{k}-1\right) \\
\vdots & \ddots & \vdots \\
\left(\beta_{0}\right)_{k-1} & \cdots & \left(\beta_{k}\right)_{k-1}
\end{array}\right| \\
& =x^{S}\left|\begin{array}{ccc}
1 & \cdots & 1 \\
\beta_{0} & \cdots & 1 \\
\beta_{0}^{2} & \cdots & \beta_{k} \\
\beta_{0}\left(\beta_{0}-1\right)\left(\beta_{0}-2\right) & \cdots & \beta_{k}\left(\beta_{k}-1\right)\left(\beta_{k}-2\right) \\
\vdots & \ddots & \vdots \\
\left(\beta_{0}^{2}\right)_{k-1} & \cdots & \left(\beta_{k}\right)_{k-1}
\end{array}\right|=\cdots=x^{S}\left|\begin{array}{ccc}
\beta_{0} & \cdots & \beta_{k} \\
\beta_{0}^{2} & \cdots & \beta_{k}^{2} \\
\beta_{0}^{3} & \cdots & \beta_{k}^{3} \\
\vdots & \ddots & \vdots \\
\beta_{0}^{k} & \cdots & \beta_{k}^{k}
\end{array}\right|,
\end{aligned}
$$

where this last determinant is the celebrated Vandermonde determinant and coincides with expression (3). Notice that in the first equality we have used that taking the product of $k+1$ elements of the determinant, being each one of them elements of different rows and columns, always appears $x^{S}$ as a factor. Moreover, in the first equality of the second line of equalities we have changed the third file by the sum of the second and third files of the previous determinant. Similarly, we change the fourth file of this new determinant by a suitable linear combinations of the second, third and fourth ones, and so on, until arriving to the final equality. So, the claim follows.

A second key tool for proving Theorem 1.1 will be next classical result about averaging theory proved in [31] see also [16]. The hyperbolicity is guaranteed by the fundamental lemma of [17].

Theorem 3.4. (First order averaging). Consider the system of differential equations

$$
\begin{equation*}
x^{\prime}(t)=\varepsilon H(t, x)+\varepsilon^{2} K(t, x, \varepsilon) \text {, } \tag{4}
\end{equation*}
$$

where $H: \mathbb{R} \times C \rightarrow \mathbb{R}^{n}, K: \mathbb{R} \times C \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{n}$ are $T$-periodic in the first variable ( $T$ independent of $\varepsilon$ ), $H$ is twice differentiable in the second variable, $K$ is differentiable in the second variable, $C$ is a bounded domain of $\mathbb{R}^{n}$ and $\left(-\varepsilon_{0}, \varepsilon_{0}\right)$ is a neighborhood of $0 \in \mathbb{R}$. Define the averaged function, $h: C \rightarrow \mathbb{R}^{n}$ as

$$
\begin{equation*}
h(z)=\frac{1}{T} \int_{0}^{T} H(t, z) d t \tag{5}
\end{equation*}
$$

Suppose that the functions $H, K, \mathrm{D}_{x} H, \mathrm{D}_{x}^{2} H$ and $\mathrm{D}_{x} K$ are continuous and bounded by a constant $M$ (independent of $\varepsilon$ ) in $[0, \infty) \times C$. If a is a zero of $h$ such that $\operatorname{det}\left(\mathrm{D}_{x} h(a)\right) \neq 0$ then for each $|\varepsilon|>0$ small enough, there is a T-periodic solution $x=\varphi(t, \varepsilon)$ of system (4) such that $\varphi(0, \varepsilon) \rightarrow a$ as $\varepsilon \rightarrow 0$.

Moreover, if all the eigenvalues of $\mathrm{D}_{x} h(a)$ have negative real parts, then the corresponding periodic solution $x=\varphi(t, \varepsilon)$ of equation (4) is hyperbolic and asymptotically stable for $\varepsilon$ sufficiently small. If one of these eigenvalues has positive real part then it is unstable.

As we will see in the proof of Theorem 1.1, although the components the differential equation (2) are only continuous, their homogeneity allows to use the above classical result of averaging theory for smooth differential equations. The reason is that when one writes our planar system in polar coordinates it becomes smooth with respect to $r$, outside a neighborhood of the origin $r=0$, and the limit cycles that we find lie in compact set
contained in this domain. For more general continuous vector fields an extension of the averaging theory is developed by Buică and Llibre in [5], see also [6].

The key result for proving the second part of Theorem 1.2 will be the following theorem.
Theorem 3.5. ([2]) There is a sequence of natural numbers $n$, tending to infinity, such that for these values of $n$ there exist generalized Liénard systems

$$
\left\{\begin{array}{l}
\dot{x}=y-F(x), \\
\dot{y}=G(x),
\end{array}\right.
$$

with $F$ and $G$ are polynomials of degree at most $n$, having at least $K(n)$ limit cycles, where

$$
K(n)=\left(\frac{n \log n}{\log 2}\right)(1+o(1))
$$

We also will need next result about non-existence of limit cycles.
Proposition 3.6. Systems

$$
(\dot{x}, \dot{y})=\left(a x^{p} y^{q}, b x^{i} y^{j}+c x^{k} y^{l}\right)
$$

where $(a, b, c) \in \mathbb{R}^{3}$ and $(p, q, i, j, k, l) \in \mathbb{N}_{0}^{6}$, with $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, have no limit cycle.
Proof. We will use the following well-known properties for proving non-existence of limit cycles:
$P_{1}$ : Periodic orbits must surround some critical point. So systems without critical points have no periodic orbit.
$P_{2}$ : If a system has an invariant line passing by all its critical points, if any, then it has no periodic orbits. This is so by property $P_{1}$ if the system has no critical points, or, otherwise, by uniqueness of solutions, because an eventual periodic orbit would surround some of the critical points and as a consequence, must cut the line.
$P_{3}$ : If one of the two differential equations only involves ones of the variables (for instance $\dot{x}=f(x))$ then the system has no periodic orbits. This is so, because autonomous one dimensional ordinary differential equations have no non-constant periodic solution.
$P_{4}$ : If a planar system has a smooth first integral defined on an open set $\mathcal{U} \subset \mathbb{R}^{2}$, although it can have continua of periodic orbits, it can not have limit cycles entirely contained in $\mathcal{U}$.
$P_{5}$ : If the divergence of a planar system $(\dot{x}, \dot{y})=(P(x, y), Q(x, y)), \operatorname{div}(P, Q)=$ $\frac{\partial P(x, y)}{\partial x}+\frac{\partial Q(x, y)}{\partial y}$ does not change sign and vanishes only on a null Lebesgue measure set, then the system has not periodic orbits.
$P_{6}$ : Let $X$ be a planar vector field with a unique critical point, $(0,0)$, and assume that it is reversible, that is, invariant by one of the two changes of variables and time:

$$
(x, y, t) \longrightarrow(-x, y,-t) \quad \text { or } \quad(x, y, t) \longrightarrow(x,-y,-t) .
$$

If the system has a periodic orbit that crosses transversally the axes then it is in the interior of a continua of periodic orbits and it is not a limit cycle. This is so, because any of the described symmetries implies that if an orbit turns around the origin it is periodic. Sometimes this criterion is called reversibility criterion of Poincaré, because he was the first in using it for proving the existence of periodic orbits.
When $a=0$, the system can not have periodic orbits because of property $P_{3}$. When $b c=0$, we assume, for instance, that $c=0$ and $b \neq 0$, because when $c \neq 0$ and $b=0$
the situation is the same and the case $b=c=0$ is trivial. Then, two situations may happen: either $x=0$ or $y=0$ are a continuum of critical points and no other critical points appear or it writes as $(\dot{x}, \dot{y})=\left(a y^{q}, b x^{i}\right)$. In the first case the only critical points belong to an invariant line full of critical points, so the system can not have periodic orbits by property $P_{2}$. In the second case the system is integrable with $\mathcal{U}=\mathbb{R}^{2}$ and by property $P_{4}$ no limit cycle appears.

Hence, from now on, we will assume that $a b c \neq 0$. Next step will use that the phase portraits of any two systems of the form

$$
(\dot{x}, \dot{y})=(P(x, y) R(x, y), Q(x, y) R(x, y)) \quad \text { and } \quad(\dot{x}, \dot{y})=(P(x, y), Q(x, y))
$$

are the same (modulus a change of time orientation) in each connected component of $\mathbb{R}^{2} \backslash\{R(x, y)=0\}$. We will take $R$ as some suitable polynomial of one of the forms $x^{n}$ or $y^{n}$ to reduce our study to simpler vector fields. Taking $R(x, y)=x^{s}$ for $s$ to be the minimum of $p, i$ and $k$ we can reduce the situation to one of the next two differential systems:

$$
\begin{equation*}
(\dot{x}, \dot{y})=\left(a y^{q}, b x^{i} y^{j}+c x^{k} y^{l}\right), i \geq 1 \quad \text { or } \quad(\dot{x}, \dot{y})=\left(a x^{p} y^{q}, b y^{j}+c x^{k} y^{l}\right) \tag{6}
\end{equation*}
$$

where for simplicity we keep the same notation for the new exponents and without loss of generality we have assumed that $i \leq k$. Next we take $R(x, y)=y^{u}$ with $u$ being the minimum of $q, j$ and $l$. Finally, we only need to study the following five cases:
(i)

$$
\begin{equation*}
(\dot{x}, \dot{y})=\left(a, b x^{i} y^{j}+c x^{k} y^{l}\right), i \geq 1 \tag{i}
\end{equation*}
$$

(ii) $(\dot{x}, \dot{y})=\left(a y^{q}, b x^{i}+c x^{k} y^{l}\right), i \geq 1, q \geq 1$,
(v) $(\dot{x}, \dot{y})=\left(a x^{p} y^{q}, b y^{j}+c x^{k}\right)$,
where we also keep the old notation for the new exponents. Notice that (i) and (ii) come from the first differential equations of (6) and the other three cases from the second one.

The case ( $i$ ) has no critical point, so it has no periodic orbit by property $P_{1}$.
In case ( $i i$ ), when $l=0$ we can apply property $P_{4}$ with $\mathcal{U}=\mathbb{R}^{2}$ because the system has a polynomial first integral.

When $l \neq 0$ the system has a unique critical point $(0,0)$ and it writes as

$$
\begin{equation*}
(\dot{x}, \dot{y})=\left(a y^{q}, b x^{i}+c x^{k} y^{l}\right), \quad i \geq 1, q \geq 1, l \geq 1 . \tag{7}
\end{equation*}
$$

Notice that studying the vector field on the axes we get

$$
\left.\dot{x}\right|_{x=0}=a y^{q} \quad \text { and }\left.\quad \dot{y}\right|_{y=0}=b x^{i} .
$$

Since a periodic orbit must surround the origin, the above conditions imply that this is only possible when $q$ and $i$ are both odd numbers and $a b<0$. So, in this case we will assume that these conditions hold because otherwise the system has not periodic orbits.

If $l$ is even the system is invariant by the change $(x, y, t) \longrightarrow(x,-y,-t)$ and by property $P_{6}$ the system has no limit cycle and we are done. If $k$ is odd, then the system is invariant by the change $(x, y, t) \longrightarrow(-x, y,-t)$ and again by property $P_{6}$ we are done. Hence it only remains to consider the case $l$ odd and $k$ even. Notice that

$$
\operatorname{div}(X)=c l x^{k} y^{l-1}
$$

and then it does not change sign and only vanishes on $\{x y=0\}$, provided that $l \neq 1$, or on $\{x=0\}$ provided that $l=1$. Hence by property $P_{5}$ the system has no periodic orbit.

In case (iii), we use property $P_{3}$.
In case ( $i v$ ) when $p q k l \neq 0$ we can apply property $P_{1}$. Also, when $p=q=0$ we can apply property $P_{1}$. Next we split the study according one of the variables $p, q, k$ or $l$ vanishes and taking into account that $p^{2}+q^{2} \neq 0$.

Assume that $p=0$. Then $q \neq 0$. When $l \neq 0$ we can apply again property $P_{1}$. When $l=0$ we can apply property $P_{4}$ because the system has a polynomial first integral.

Assume that $q=0$. Then the first equation of the system is $\dot{x}=a x^{p}$ and we can apply property $P_{3}$.

Assume that $k=0$. Then the second equation of the system is $\dot{y}=b+c y^{l}$ and we can apply again property $P_{3}$.

Finally, assume that $l=0$. When $p=0$ the system has a polynomial first integral and we can apply property $P_{4}$ with $\mathcal{U}=\mathbb{R}^{2}$. When $p \neq 0$, the system has the invariant line $\mathcal{L}=\{x=0\}$, and it can be integrated by separating the variables, giving an smooth first integral in $\mathbb{R}^{2} \backslash \mathcal{L}$. Then we can apply again property $P_{4}$ to each of the connected components of $\mathbb{R}^{2} \backslash \mathcal{L}$ and prove the non-existence of limit cycles because $\mathcal{L}$ is also invariant and eventual limit cycles can not cut it.

Finally we study case $(v)$. When $q=0$ by property $P_{3}$ no periodic orbit appears. We consider four diferent subcases that cover all the situations.

When $q \neq 0, p=0$ and $j=0$ the system has a polynomial first integral and by property $P_{4}$ we are done.

When $q \neq 0, p=0$ and $j \neq 0$ the system writes as

$$
\begin{equation*}
(\dot{x}, \dot{y})=\left(a y^{q}, b y^{j}+c x^{k}\right), \quad q \geq 1, j \geq 1 . \tag{8}
\end{equation*}
$$

If $k=0$ in (8) then we use property $P_{3}$. The case $k \neq 0$ in (8) we notice that, by changing the names of same of the parameters it coincides with the system (7) studied in case (ii) taking in that system $k=0$. Hence, again this system has no limit cycle.

When $q \neq 0, p \neq 0$ and $j=0$ the system has once more the invariant line $\mathcal{L}=\{x=0\}$, and it can be integrated by separating the variables, giving an smooth first integral in $\mathbb{R}^{2} \backslash \mathcal{L}$. As in the similar previous situation, we can prove that it has no limit cycles by using property $P_{4}$.

In the remaining case $q \neq 0, p \neq 0$ and $j \neq 0$. Then the $(0,0)$ is its unique critical point and $x=0$ is an invariant line. By property $P_{2}$ it has no periodic orbit.

Hence we have proved that although sometimes the system has continua of periodic orbits it has not limit cycles, as is stated in the lemma.

## 4. Proof of Theorem 1.1

To find $m$ hyperbolic limit cycles for the continuous planar differential system

$$
(\dot{x}, \dot{y})=(-y, x)+\varepsilon \sum_{j=0}^{n} b_{j} X_{j}(x, y)
$$

we will apply the averaging method given in the Theorem 3.4. Notice that we have taken $\mathbf{a}=\varepsilon \mathbf{b}$ in the expression (2) and $\varepsilon$ is a small parameter. As usual, we write the system in polar coordinates $x=r \cos \theta, y=r \sin \theta$, see for instance [5]. We get

$$
\begin{aligned}
& \dot{r}=\varepsilon \sum_{j=0}^{n} b_{j}\left(x f_{j}(x, y)+y g_{j}(x, y)\right)=\varepsilon \sum_{j=0}^{n} b_{j} F_{j}(\theta) r^{\alpha_{j}}, \\
& \dot{\theta}=1+\varepsilon \sum_{j=0}^{n} b_{j}\left(x g_{j}(x, y)-y f_{j}(x, y)\right)=1+\varepsilon \sum_{j=0}^{n} b_{j} G_{j}(\theta) r^{\alpha_{j}-1},
\end{aligned}
$$

where

$$
\begin{aligned}
F_{j}(\theta) & =f_{j}(\cos \theta, \sin \theta) \cos \theta+g_{j}(\cos \theta, \sin \theta) \sin \theta, \\
G_{j}(\theta) & =g_{j}(\cos \theta, \sin \theta) \cos \theta-f_{j}(\cos \theta, \sin \theta) \sin \theta
\end{aligned}
$$

Finally, we have the differential equation

$$
\begin{equation*}
\frac{d r}{d \theta}=r^{\prime}=\frac{\varepsilon \sum_{j=0}^{n} b_{j} F_{j}(\theta) r^{\alpha_{j}}}{1+\varepsilon \sum_{j=0}^{n} b_{j} G_{j}(\theta) r^{\alpha_{j}-1}}=\varepsilon \sum_{j=0}^{n} b_{j} F_{j}(\theta) r^{\alpha_{j}}+\mathcal{O}\left(\varepsilon^{2}\right) \tag{9}
\end{equation*}
$$

It is under the hypotheses of Theorem 3.4 for $(\theta, r) \in \mathbb{R} \times\left[R_{0}, R_{1}\right]$ for $R_{1}>R_{0}>0$, with $T=2 \pi$ and $\varepsilon$ small enough. We can easily compute the averaged function $h$,

$$
h(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sum_{j=0}^{n} b_{j} F_{j}(\theta) z^{\alpha_{j}} d \theta=\sum_{j=0}^{n} \frac{b_{j}}{2 \pi}\left(\int_{0}^{2 \pi} F_{j}(\theta) d \theta\right) z^{\alpha_{j}}=\sum_{j=0}^{n} \frac{b_{j} I_{j}}{2 \pi} z^{\alpha_{j}} .
$$

Since, from all $I_{j}, j=0,1, \ldots, n$, only $m+1$ values are non-zero, we rename the corresponding ordered $\alpha_{j}$ as $\beta_{0}, \beta_{1}, \ldots, \beta_{m}$ and then

$$
h(z)=\sum_{j=0}^{m} c_{j} z^{\beta_{j}}
$$

with all $c_{j}$ arbitrary real constants and $\beta_{0}<\beta_{1}<\cdots<\beta_{m}$. By Lemma 3.3 the functions $z^{\beta_{j}}$ form an $E C T$-system on $(0, \infty)$, and consequently also on ( $R_{0}, R_{1}$ ). In particular, the maximum number of positive zeroes of $h$ is $m$ and there exist $c_{0}, c_{1}, \ldots, c_{m}$ such that the associated $h$ has exactly $m$ simple zeroes in $\left(R_{0}, R_{1}\right)$. Notice that the upper bound of $m$ zeroes for $h$ is also a straightforward consequence of Descarte's rule of signs, which also works for this family of functions. Taking the corresponding values of $\mathbf{b}$ we obtain $\mathbf{a}$ system with $|\varepsilon|$ small enough and at least $m$ periodic orbits. Since these positives zeros of $h$ are simple roots, $h^{\prime}$ does not vanish on them. Then, again by Theorem 3.4, they are hyperbolic limit cycles. Hence, the theorem is proved.
4.1. Examples of application. As a first application we prove that the simple differential system

$$
\binom{\dot{x}}{\dot{y}}=\binom{s_{1}}{s_{2}}+\left(\begin{array}{ll}
q_{1,1} & q_{1,2}  \tag{10}\\
q_{2,1} & q_{2,2}
\end{array}\right)\binom{\sqrt{x}^{\mathbb{R}}}{\sqrt{y}^{\mathbb{R}}}+\left(\begin{array}{cc}
p_{1,1} & p_{1,2} \\
p_{2,1} & p_{2,2}
\end{array}\right)\binom{x}{y}
$$

where recall that $\sqrt{z}^{\mathbb{R}}=\operatorname{sgn}(z) \sqrt{|z|}$, has for some values of the parameters a limit cycle crossing $\Sigma=\{x y=0\}$. This family includes for instance the one given in Subsection 2.1.

In the notation of the theorem, all systems of the form (10) can be written as

$$
(\dot{x}, \dot{y})=\sum_{j=0}^{2} a_{j} X_{j}(x, y)
$$

with $X_{0}(x, y)=\left(s_{1}, s_{2}\right), X_{1}(x, y)=\left(q_{1,1} \sqrt{x}^{\mathbb{R}}+q_{1,2} \sqrt{y}^{\mathbb{R}}, q_{2,1} \sqrt{x}^{\mathbb{R}}+q_{2,2} \sqrt{y}^{\mathbb{R}}\right)$ and $X_{2}(x, y)=$ $\left(p_{1,1} x+p_{1,2} y, p_{2,1} x+p_{2,2} y\right)$. Moreover $\left(\alpha_{0}, \alpha_{1}, \alpha_{2}\right)=(0,1 / 2,1)$. Notice that for simplicity we keep the same names for the constants although they have varied. Clearly,

$$
\begin{aligned}
& I_{0}=\int_{0}^{2 \pi}\left(s_{1} \cos \theta+s_{2} \sin \theta\right) d \theta=0 \\
& I_{2}=\int_{0}^{2 \pi}\left(p_{1,1} \cos ^{2} \theta+\left(p_{1,2}+p_{2,1}\right) \sin \theta \cos \theta+p_{2,2} \sin ^{2} \theta\right) d \theta=\left(p_{1,1}+p_{2,2}\right) \pi \\
& I_{1}=4\left(q_{1,1}+q_{2,2}\right) \int_{0}^{\pi / 2} \cos ^{3 / 2} \theta d \theta
\end{aligned}
$$

where in the last equality we have used that

$$
\begin{aligned}
& \int_{0}^{2 \pi}{\sqrt{\cos \theta^{\mathbb{R}}} \cos \theta d \theta=2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos ^{3 / 2} \theta d \theta=4 \int_{0}^{\frac{\pi}{2}} \cos ^{3 / 2} \theta d \theta>0,}_{\int_{0}^{2 \pi} \sqrt{\sin \theta}^{\mathbb{R}} \sin \theta d \theta=4 \int_{0}^{\frac{\pi}{2}} \sin ^{3 / 2} \theta d \theta=4 \int_{0}^{\frac{\pi}{2}} \cos ^{3 / 2} \theta d \theta}, ~
\end{aligned}
$$

and by symmetry,

$$
\int_{0}^{2 \pi} \sqrt{\sin \theta}^{\mathbb{R}} \cos \theta d \theta=\int_{0}^{2 \pi} \sqrt{\cos \theta}^{\mathbb{R}} \sin \theta d \theta=0
$$

Thus when $\left(p_{1,1}+p_{2,2}\right)\left(q_{1,1}+q_{2,2}\right) \neq 0$, the number of non-zero values in the list $I_{0}, I_{1}, I_{2}$ is 2 and by Theorem 1.1 we have a system of the form (10) with 1 hyperbolic limit cycle.

As a second example of application consider

$$
\binom{\dot{x}}{\dot{y}}=\binom{s_{1}}{s_{2}}+\left(\begin{array}{ll}
p_{1,1} & p_{1,2}  \tag{11}\\
p_{2,1} & p_{2,2}
\end{array}\right)\binom{x}{y}+\left(\begin{array}{ll}
q_{1,1} & q_{1,2} \\
q_{2,1} & q_{2,2}
\end{array}\right)\binom{\sqrt[3]{x}}{\sqrt{y}} .
$$

We will prove that it has at least 2 limit cycles crossing $\Sigma=\{x y=0\}$ for same values of the parameters.

Writing it in the notation of Theorem 1.1 we get

$$
(\dot{x}, \dot{y})=\sum_{j=0}^{3} a_{j} X_{j}(x, y)
$$

where $X_{0}(x, y)=\left(s_{1}, s_{2}\right), X_{1}(x, y)=\left(q_{1,1} \sqrt[3]{x}, q_{2,1} \sqrt[3]{x}\right), X_{2}(x, y)=\left(q_{1,2} \sqrt{y}^{\mathbb{R}}, q_{2,2} \sqrt{y}^{\mathbb{R}}\right)$ and $X_{3}(x, y)=\left(p_{1,1} x+p_{1,2} y, p_{2,1} x+p_{2,2} y\right)$. Moreover, $\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)=(0,1 / 3,1 / 2,1)$. Notice that again, for simplicity, we keep the same names for the constants although they have varied. In this case,

$$
I_{0}=0, \quad I_{1}=4 q_{1,1} \int_{0}^{\frac{\pi}{2}} \cos ^{4 / 3} \theta d \theta, \quad I_{2}=4 q_{2,2} \int_{0}^{\frac{\pi}{2}} \sin ^{3 / 2} \theta d \theta, \quad I_{3}=\left(p_{1,1}+p_{2,2}\right) \pi
$$

where $I_{0}, I_{2}$ and $I_{3}$ are obtained similarly that in the previous case and to get $I_{1}$ we have used that

$$
\int_{0}^{2 \pi} \sqrt[3]{\cos \theta} \cos \theta d \theta=4 \int_{0}^{\frac{\pi}{2}} \cos ^{4 / 3} \theta d \theta>0 \quad \text { and } \quad \int_{0}^{2 \pi} \sqrt[3]{\cos \theta} \sin \theta d \theta=0
$$

Hence, when $q_{1,1} q_{2,2}\left(p_{1,1}+p_{2,2}\right) \neq 0$, the number of non-zero values in the list $I_{0}, I_{1}, I_{2}, I_{3}$ is 3 and by Theorem 1.1 we have an example of system (11) with at least 2 hyperbolic limit cycles.

## 5. Proof of Theorem 1.2

The statement $\mathcal{H}^{M}[j]=0$, for $j=1,2,3$, is a straightforward consequence of Proposition 3.6. Notice that this proposition covers all cases except the trivial ones, where either $\dot{x}=0$ or $\dot{y}=0$, and the right-hand side of the other equation has $j$ monomials.

Let us prove that for $m \geq 4, \mathcal{H}^{M}[m] \geq m-3$. Consider the Liénard classic system in class $\mathcal{M}_{m}$,

$$
(\dot{x}, \dot{y})=\left(y,-x+a_{0} y+a_{1} y^{3}+\cdots+a_{m-3} y^{2 m-5}\right)
$$

With the notation of Theorem 1.1 we get that for all $j=0,1, \ldots, m-3$,

$$
I_{j}=\int_{0}^{2 \pi} \sin ^{2 j+2} \theta d \theta>0
$$

and as a consequence we get examples with $m-3$ limit cycles. In fact, this system includes the celebrated van der Pol system when $m=4$ and coincides with the example of classical Liénard system studied in [15], where the author, with another notation, already proved the existence of $m-3$ limit cycles.

Notice that there are many different families in $\mathcal{M}_{m}$ with at least $m-3$ limit cycles. For instance it suffices to consider systems of the form

$$
(\dot{x}, \dot{y})=\left(y,-x+a_{0} x^{2 n_{0}} y^{2 k_{0}+1}+a_{1} x^{2 n_{1}} y^{2 k_{1}+1}+\cdots+a_{m-3} x^{2 n_{m-3}} y^{2 k_{m-3}+1}\right)
$$

with $n_{j}, k_{j} \in \mathbb{N}_{0}$ and all $2\left(n_{j}+k_{j}\right), j=0,1, \ldots m-3$, taking different values. Also similar terms could be added in the first differential equation, removing some other ones from the second one.

To prove that $\mathcal{H}^{M}[m] \geq N(m)$ we will use Theorem 3.5. For a sequence of values of $n$ tending to infinity, the number of monomials of these generalized Liénard systems is $m=2 n+3$ while their number of limit cycles is at least $K(n)$. Hence these systems are in $\mathcal{M}_{m}$ and have at least $N(m)=K((m-3) / 2)$ limit cycles. This function is the one that appears in the statement of the theorem.

## Acknowledgements

The authors thank Adriana Buică for her comments in several parts of this paper. We also thank the reviewers for their comments and suggestions which improved the results and presentation of the work.

This work has received funding from the Ministerio de Ciencia e Innovación (PID2019-104658GB-I00 grant), the Agència de Gestió d'Ajuts Universitaris i de Recerca (2017 SGR 1617 grant), CAPES grant 88881.068462/2014-01, CNPq grant 304798/2019-3, and São Paulo Paulo Research Foundation (FAPESP) grants 2019/10269-3, 2018/05098-2 and 2016/00242-2.

## References

[1] Ajraldi, V., Pittavino, M., and Venturino, E. Modeling herd behavior in population systems. Nonlinear Anal. Real World Appl. 12, 4 (2011), 2319-2338.
[2] Álvarez, M. J., Coll, B., De Maesschalck, P., and Prohens, R. Asymptotic lower bounds on Hilbert numbers using canard cycles. J. Differential Equations 268, 7 (2020), 3370-3391.
[3] Braun, M. Differential equations and their applications, fourth ed., vol. 11 of Texts in Applied Mathematics. Springer-Verlag, New York, 1993. An introduction to applied mathematics.
[4] Braza, P. A. Predator-prey dynamics with square root functional responses. Nonlinear Anal. Real World Appl. 13, 4 (2012), 1837-1843.
[5] Buică, A., and Llibre, J. Averaging methods for finding periodic orbits via Brouwer degree. Bull. Sci. Math. 128, 1 (2004), 7-22.
[6] Buică, A., Llibre, J., and Makarenkov, O. Bifurcations from nondegenerate families of periodic solutions in Lipschitz systems. J. Differential Equations 252, 6 (2012), 3899-3919.
[7] Cherkas, L. A., Artés, J. C., and Llibre, J. Quadratic systems with limit cycles of normal size. No. 1. 2003, pp. 31-46. \{In memory of C. S. Sibirsky\}.
[8] Christopher, C. J., and Lloyd, N. G. Polynomial systems: a lower bound for the Hilbert numbers. Proc. Roy. Soc. London Ser. A 450, 1938 (1995), 219-224.
[9] Cima, A., Gasull, A., and Mañosas, F. Cyclicity of a family of vector fields. J. Math. Anal. Appl. 196, 3 (1995), 921-937.
[10] Gasull, A., Li, C., and Torregrosa, J. Limit cycles for 3-monomial differential equations. J. Math. Anal. Appl. 428, 2 (2015), 735-749.
[11] Hirsch, M. W. Smale, S., and Devaney, R. L. Differential equations, dynamical systems, and an introduction to chaos. Third edition. Elsevier/Academic Press, Amsterdam, 2013.
[12] Ilyashenko, Y. Centennial history of Hilbert's 16th problem. Bull. Amer. Math. Soc. (N.S.) 39, 3 (2002), 301-354.
[13] Karlin, S., and Studden, W. J. Tchebycheff systems: With applications in analysis and statistics. Pure and Applied Mathematics, Vol. XV. Interscience Publishers John Wiley \& Sons, New York-London-Sydney, 1966.
[14] Li, C., Liu, C., and Yang, J. A cubic system with thirteen limit cycles. J. Differential Equations 246, 9 (2009), 3609-3619.
[15] Lins Neto, A. On the number of solutions of the equation $d x / d t=\sum_{j=0}^{n} a_{j}(t) x^{j}, 0 \leq t \leq 1$, for which $x(0)=x(1)$. Invent. Math. 59, 1 (1980), 67-76.
[16] Llibre, J. The averaging theory for computing periodic orbits. In Central Configurations, Periodic Orbits, and Hamiltonian Systems, Birkhäuser Basel, CRM Barcelona, 2015
[17] Llibre, J., Novaes, D. D., Teixeira, M. A. Higher order averaging theory for finding periodic solutions via Brouwer degree. Nonlinearity 27, 3 (2014), 563-583.
[18] Llibre, J., and Teixeira, M. A. Limit cycles for $m$-piecewise discontinuous polynomial Liénard differential equations. Z. Angew. Math. Phys. 66, 1 (2015), 51-66.
[19] Marděsić, P. Chebyshev systems and the versal unfolding of the cusps of order n, vol. 57 of Travaux en Cours [Works in Progress]. Hermann, Paris, 1998.
[20] Mickens, R. E. An exactly solvable model for the spread of disease. College Math. J. 43, 2 (2012), 114-121.
[21] Murray, J. D. Mathematical biology. I. An introduction. Third edition. Interdisciplinary Applied Mathematics, 17. Springer-Verlag, New York, 2002.
[22] Novaes, D. D. On nonsmooth perturbations of nondegenerate planar centers. Publ. Mat. 58, suppl. (2014), 395-420.
[23] Panazzolo, D., and da Silva, P. R. Regularization of discontinuous foliations: blowing up and sliding conditions via Fenichel theory. J. Differential Equations 263, 12 (2017), 8362-8390.
[24] Perko, L. M. Limit cycles of quadratic systems in the plane. Rocky Mountain J. Math. 14, 3 (1984), 619-645.
[25] PŁociniczak, L. u., and Świta乇a, M. Monotonicity, oscillations and stability of a solution to a nonlinear equation modelling the capillary rise. Phys. D 362 (2018), 1-8.
[26] Prohens, R., and Torregrosa, J. New lower bounds for the Hilbert numbers using reversible centers. Nonlinearity 32, 1 (2019), 331-355.
[27] Sanders, J. A., and Verhulst, F. Averaging methods in nonlinear dynamical systems, vol. 59 of Applied Mathematical Sciences. Springer-Verlag, New York, 1985.
[28] Smale, S. Mathematical problems for the next century. Math. Intelligencer 20, 2 (1998), 7-15.
[29] van der Pol, B. A theory of the amplitude of free and forced triode vibrations. Radio Rev. 1 (1920), 701-710.
[30] van der Pol, B. On relaxation-oscillations. Lond. Edinb. Dublin Philos. Mag. J. Sci. 2, 7 (1926), 978-992.
[31] Verhulst, F. Nonlinear differential equations and dynamical systems. Universitext. SpringerVerlag, Berlin, 1990. Translated from the Dutch.

Mathematics Department, Universidade Estadual Paulista Julio de Mesquita Filho, 15054-000 São José do Rio Preto, São Paulo, Brazil

E-mail address: claudio.buzzi@unesp.br
Mathematics Department, Universidade Estadual Paulista Julio de Mesquita Filho, 15054-000 SÃo José do Rio Preto, São Paulo, Brazil

E-mail address: yagor.carvalho@unesp.br
Departament de Matemàtiques, Edifici Cc, Universitat Autònoma de Barcelona, 08193 Cerdanyola del Vallès (Barcelona), Spain.

Centre de Recerca Matemàtica, Edifici Cc, Campus de Bellaterra, 08193 Cerdanyola del Vallès (Barcelona), Spain.

E-mail address: gasull@mat.uab.cat


[^0]:    2010 Mathematics Subject Classification. Primary: 34C07; 37G15. Secondary: 34C25; 34C29; 37C27.
    Key words and phrases. Limit cycles; First order averaging; Extended complete Chebyshev systems; Hilbert numbers.

