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Abstract. Consider the class of reversible quadratic systems

$$
\dot{x}=y, \quad \dot{y}=-x+x^{2}+y^{2}-r^{2}
$$

with $r>0$. These quadratic polynomial differential systems have a center at the point $\left(\left(1-\sqrt{1+4 r^{2}}\right) / 2,0\right)$ and the circle $x^{2}+y^{2}=r^{2}$ is one of the periodic orbits surrounding this center. These systems can be written into the form

$$
\dot{x}=y+(4+A) x^{2}-A y^{2}, \quad \dot{y}=-x
$$

with $A \in(-2,0)$. We prove for all $A \in \mathbb{R}$ that the averaging theory up to seven order applied to this last system perturbed inside the whole class of quadratic polynomial differential systems can produce at most two limit cycles (respectively one limit cycle) bifurcating from the periodic orbits surrounding the center $(0,0)$ of that system. Up to now this result was only know for $A=-2$ (see [22, 23]).

## 1. Introduction and Statement of the main Results

One of the important problems in the qualitative theory of differential equations is the study of their limit cycles. The second part of the well-known Hilbert's 16th problem [26] asks about the maximal number and the possible relative positions of limit cycles in the planar polynomial differential systems of degree $n \geq 2$. This problem is still open, even for the case $n=2$.

An easier problem than the Hilbert's 16th problem is the study of the number of limit cycles which can bifurcate from the periodic orbits surrounding a center of a polynomial differential system. Many authors these last years have studied this last problem restricted to the centers of the quadratic polynomial differential systems, see for instance the
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Figure 1. The phase portrait in the Poincaré disc of system (1).
book of Christopher and $\mathrm{Li}[6]$ and the hundreds of references quoted therein.

The tools for studying the limit cycles bifurcating from the periodic orbits surrounding a center are the Poincaré return map (see for instance [3, 20]), the Poincaré-Melnikov integrals (see for example [13, 14]), the Abelian integrals (see [1, 6, 28]), the averaging theory (see for instance $[2,7]$ ), and the inverse integrating factor (see [11]). While the first three methods only provide the number of bifurcated limit cycles, the averaging method and method which use the inverse integrating factor can also give the shape of bifurcated limit cycles. For a general overview and more details about the mentioned methods see reference [12].

According with Iliev [17] and using complex notation the centers of the quadratic polynomial differential systems are classified into the following five families:

$$
\begin{array}{llrl}
\dot{z} & =-i z-z^{2}+2|z|^{2}+(\bar{b}+i \bar{c}) \bar{z}^{2}, & & \text { Hamiltonian }\left(Q_{3}^{H}\right), \\
\dot{z}=-i z+a z^{2}+2|z|^{2}+b \bar{z}^{2}, & & \text { Reversible }\left(Q_{3}^{R}\right), \\
\dot{z}=-i z+4 z^{2}+2|z|^{2}+(b+i c) \bar{z}^{2}, & & |b+i c|=2, \text { codimension four }\left(Q_{4}\right), \\
\dot{z}=-i z+z^{2}+(b+i c) \bar{z}^{2}, & & \text { Generalized Lotka-Voltera }\left(Q_{3}^{L V}\right), \\
\dot{z}=-i z+\bar{z}^{2}, & & \text { Hamiltonian triangle, }
\end{array}
$$

where $a, b, c$ are arbitrary real constants.
The major part of papers studying the bifurcation of limit cycles from the periodic orbits surrounding a center consider centers of polynomial Hamiltonian systems. Thus this problem for the centers of the quadratic polynomial Hamiltonian systems has been solved completely, see $[5,10,15,16,19,21]$.

Here for $r>0$ we consider the following family of quadratic polynomial differential systems

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}=-x+x^{2}+y^{2}-r^{2} \tag{1}
\end{equation*}
$$

which have the circle $x^{2}+y^{2}=r^{2}$ as a periodic orbit surrounding the center $\left(\left(1-\sqrt{1+4 r^{2}}\right) / 2,0\right)$. The phase portraits in the Poincaré disc of these quadratic polynomial differential systems have been studied in [25], see Figure 1. It is easy to check that system (1) has the nonalgebraic first integral

$$
H(x, y)=e^{-2 x}\left(x^{2}+y^{2}-r^{2}\right)
$$

Taking $z=x+i y$ we obtain that any quadratic reversible center $Q_{3}^{R}$ can be written in the following real form

$$
\begin{equation*}
\dot{x}=y+(a+b+2) x^{2}-(a+b-2) y^{2}, \quad \dot{y}=-x[1-2(a-b) y] . \tag{2}
\end{equation*}
$$

There are some papers studying the limit cycles which bifurcate from the periodic orbits surrounding the centers of (2) with $a \neq b$, see for instance $[4,18]$. The study of the case $a=b$ is more difficult because the first integral contains an exponential function. The following lemma shows that system (1) is a reversible system (2) with $a=b$.

Lemma 1. Systems (1) are inside the class of $Q_{3}^{R}$ because they can be written as

$$
\begin{equation*}
\dot{x}=y+(4+A) x^{2}-A y^{2}, \quad \dot{y}=-x \tag{3}
\end{equation*}
$$

where $a=b=1+\frac{A}{2}$ and $A \in(-2,0)$.
This lemma is proved in section 3.
As far as we know the first work on the bifurcation of limit cycles from the periodic orbits surrounding a center of a system (3) under quadratic perturbations was done by $\mathrm{Li}[22]$ for $A=-2$ proving that at most 2 limit cycles bifurcate from that center. Note that for $A=-2$ system (3) with the change of variables $(x, y, t) \rightarrow(x / 2, y / 2,-t)$ becomes the system

$$
\dot{x}=-y-x^{2}-y^{2}, \quad \dot{y}=x,
$$

studied by Li. Later on Liu [23] provided a shorter proof of the result of Li. In this paper we study this problem for all values of $A$.

From statement (ii) of Theorem 1 in Iliev [17] the essential quadratic perturbations for finding the upper bound on the number of limit cycles which can bifurcate from the periodic orbits surrounding the center
$(0,0)$ of the reversible quadratic polynomial differential systems (3) under general quadratic perturbations are

$$
\begin{equation*}
\dot{z}=\left(\lambda_{1}(\varepsilon)-i\right) z+\left(a+i \lambda_{3}(\varepsilon)\right) z^{2}+2|z|^{2}+\left(b+i \lambda_{5}(\varepsilon)\right) \bar{z}^{2} \tag{4}
\end{equation*}
$$

where we can take the $\lambda_{k}(\varepsilon)$ for $k=1,3,5$ as real analytical functions in $\varepsilon$ sufficiently small with $\lambda_{k}(0)=0$. That is $\lambda_{k}(\varepsilon)=\sum_{j=1}^{\infty} \lambda_{k j} \varepsilon^{j}$. In fact according with Iliev it would be sufficient to take $\lambda_{k}(\varepsilon)=\lambda_{k} \varepsilon$, but since we shall use averaging theory up to order seven for studying the limit cycles of system (4) it is convenient to take $\lambda_{k}(\varepsilon)=\sum_{j=1}^{\infty} \lambda_{k j} \varepsilon^{j}$.

In short, for studying the maximum number of limit cycles which can bifurcate from the periodic orbits surrounding the center $(0,0)$ of system (3) perturbed by a general quadratic polynomial, it is enough to study for $\varepsilon \neq 0$ sufficiently small the limit cycles of system (4), or equivalently the limit cycles of system (4) written in the real variables $(x, y)$ where $z=x+i y$, i.e.

$$
\begin{align*}
& \dot{x}=y+(4+A) x^{2}-A y^{2}+\sum_{i=1}^{\infty} \varepsilon^{i}\left(\lambda_{1 i} x+2\left(\lambda_{5 i}-\lambda_{3 i}\right) x y\right)  \tag{5}\\
& \dot{y}=-x+\sum_{i=1}^{\infty} \varepsilon^{i}\left(\lambda_{1 i} y+\left(\lambda_{3 i}+\lambda_{5 i}\right)\left(x^{2}-y^{2}\right)\right) .
\end{align*}
$$

Our main result is the following one.
Theorem 2. For $|\varepsilon| \neq 0$ sufficiently small and for all $A \in \mathbb{R}$ the maximum number of limit cycles of system (5) obtained using averaging theory up to seven order is two.

Theorem 2 is proved in section 3.
As far as we know in this paper it is the first time that it is used in an application the average functions until order seven. We note, as it is shown in the proof of Theorem 2, that the two limit cycles can be obtained already from the fifth average function when $A \in \mathbb{R} \backslash\{-4,6\}$, and only from the seventh average function when $A \in\{-4,6\}$.

## 2. Preliminary results

In this section we recall the results on the averaging theory that we need for proving Theorem 2.

We consider a differential system of the form

$$
\begin{equation*}
\dot{x}=\sum_{i=1}^{k} \varepsilon^{i} F_{i}(t, x)+\varepsilon^{k+1} G(t, x, \varepsilon), \tag{6}
\end{equation*}
$$

where $F_{i}: \mathbb{R} \times D \rightarrow \mathbb{R}^{n}$ for $i=1, \ldots, k$, and $G: \mathbb{R} \times D \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{n}$ are continuous functions and T-periodic in the first variable, $D$ is an open subset of $\mathbb{R}^{n}$ and $\varepsilon$ a small parameter.

From [27] (see also (1.103), (1.104) and section 1.3 .4 of [24]) we define the functions $y_{i}(t, z)$ and the average functions $f_{i}(z)$ for $i=1, \ldots, 7$ associated to system (6). In these functions we denote by $\partial^{k} F_{m}(s, z)$ the $k$-th partial derivative of the function $F_{m}(s, z)$ with respect to the variable $z$. Thus we have

$$
\begin{aligned}
& y_{1}(t, z)= \int_{0}^{t} F_{1}(s, z) d s, \\
& y_{2}(t, z)= \int_{0}^{t}\left(2 F_{2}(s, z)+2 \partial F_{1}(s, z) y_{1}(s, z)\right) d s, \\
& y_{3}(t, z)= \int_{0}^{t}\left(6 F_{3}(s, z)+6 \partial F_{2}(s, z) y_{1}(s, z)+3 \partial^{2} F_{1}(s, z) y_{1}(s, z)^{2}\right. \\
&\left.+3 \partial F_{1}(s, z) y_{2}(s, z)\right) d s, \\
& y_{4}(t, z)= \int_{0}^{t}\left(24 F_{4}(s, z)+24 \partial F_{3}(s, z) y_{1}(s, z)+12 \partial^{2} F_{2}(s, z) y_{1}(s, z)^{2}\right. \\
&+12 \partial F_{2}(s, z) y_{2}(s, z)+12 \partial^{2} F_{1}(s, z) y_{1}(s, z) y_{2}(s, z) \\
&\left.\quad+4 \partial^{3} F_{1}(s, z) y_{1}(s, z)^{3}+4 \partial F_{1}(s, z) y_{3}(s, z)\right) d s, \\
& y_{5}(t, z)=\int_{0}^{t}\left(120 F_{5}(s, z)+120 \partial F_{4}(s, z) y_{1}(s, z)+60 \partial^{2} F_{3}(s, z) y_{1}(s, z)^{2}\right. \\
&+60 \partial F_{3}(s, z) y_{2}(s, z)+60 \partial^{2} F_{2}(s, z) y_{1}(s, z) y_{2}(s, z) \\
&\left.+20 \partial^{3} F_{2}(s, z) y_{1}(s, z)^{3}+20 \partial F_{2}(s, z) y_{3}(s, z)\right) \\
&+20 \partial^{2} F_{1}(s, z) y_{1}(s, z) y_{3}(s, z)+15 \partial^{2} F_{1}(s, z) y_{2}(s, z)^{2} \\
&+30 F_{1}(s, z) y_{1}(s, z)^{2} y_{2}(s, z)+5 \partial^{4} F_{1}(s, z) y_{1}(s, z)^{4} \\
&\left.+5 \partial F_{1}(s, z) y_{4}(s, z)\right) d s \\
& y_{6}(t, z)= \int_{0}^{t}\left(720 F_{6}(s, z)+720 \partial F_{5}(s, z) y_{1}(s, z)+360 \partial F_{4}(s, z) y_{2}(s, z)\right. \\
&+360 \partial^{2} F_{4}(s, z) y_{1}(s, z)^{2}+120 \partial F_{3}(s, z) y_{3}(s, z) \\
&+360 \partial^{2} F_{3}(s, z) y_{1}(s, z) y_{2}(s, z)+120 \partial^{3} F_{3}(s, z) y_{1}(s, z)^{3} \\
&+30 \partial F_{2}(s, z) y_{4}(s, z)+120 \partial^{2} F_{2}(s, z) y_{1}(s, z) y_{3}(s, z) \\
&+30 \partial^{4} F_{2}(s, z) y_{1}(s, z)^{4}+90 \partial^{2} F_{2}(s, z) y_{2}(s, z)^{2} \\
&+180 \partial^{3} F_{2} y_{1}(s, z)^{2} y_{2}(s, z)+6 \partial F_{1}(s, z) y_{5}(s, z)
\end{aligned}
$$

$$
\begin{aligned}
& +30 \partial^{2} F_{1}(s, z) y_{1}(s, z) y_{4}(s, z)+60 \partial^{2} F_{1}(s, z) y_{2}(s, z) y_{3}(s, z) \\
& +60 \partial^{3} F_{1}(s, z) y_{1}(s, z)^{2} y_{3}(s, z)+60 \partial^{4} F_{1}(s, z) y_{1}(s, z)^{3} y_{2}(s, z) \\
& \left.+90 \partial^{3} F_{1}(s, z) y_{1}(s, z) y_{2}(s, z)^{2}+6 \partial^{5} F_{1}(s, z) y_{1}(s, z)^{5}\right) d s
\end{aligned}
$$

Moreover we have

$$
\begin{aligned}
& f_{1}(z)= \frac{1}{T} \int_{0}^{T} F_{1}(t, z) d t, \\
& f_{2}(z)= \frac{1}{T} \int_{0}^{T}\left(F_{2}(t, z)+\partial F_{1}(t, z) y_{1}(t, z)\right) d t, \\
& f_{3}(z)= \frac{1}{T} \int_{0}^{T}\left(F_{3}(t, z)+\partial F_{2}(t, z) y_{1}(t, z)+\frac{1}{2} \partial^{2} F_{1}(t, z) y_{1}(t, z)^{2}+\right. \\
&\left.+\frac{1}{2} \partial F_{1}(t, z) y_{2}(t, z)\right) d t, \\
& f_{4}(z)= \frac{1}{T} \int_{0}^{T}\left(F_{4}(t, z)+\partial F_{3}(t, z) y_{1}(t, z)+\frac{1}{2} \partial^{2} F_{2}(t, z) y_{1}(t, z)^{2}\right. \\
&+\frac{1}{2} \partial F_{2}(t, z) y_{2}(t, z)+\frac{1}{2} \partial^{2} F_{1}(t, z) y_{1}(t, z) y_{2}(t, z) \\
&\left.+\frac{1}{6} \partial^{3} F_{1}(t, z) y_{1}(t, z)^{3}+\frac{1}{6} \partial F_{1}(t, z) y_{3}(t, z)\right) d t, \\
& f_{5}(z)= \frac{1}{T} \int_{0}^{T}\left(F_{5}(t, z)+\partial F_{4}(t, z) y_{1}(t, z)+\frac{1}{2} \partial^{2} F_{3}(t, z) y_{1}(t, z)^{2}\right. \\
&+\frac{1}{2} \partial F_{3}(t, z) y_{2}(t, z)+\frac{1}{2} \partial^{2} F_{2}(t, z) y_{1}(t, z) y_{2}(t, z) \\
&+\frac{1}{6} \partial^{3} F_{2}(t, z) y_{1}(t, z)^{3}+\frac{1}{6} \partial F_{2}(t, z) y_{3}(t, z) \\
&+\frac{1}{6} \partial^{2} F_{1}(t, z) y_{1}(t, z) y_{3}(t, z)+\frac{1}{8} \partial^{2} F_{1}(t, z) y_{2}(t, z)^{2} \\
&+\frac{1}{4} \partial^{3} F_{1}(t, z) y_{1}(t, z)^{2} y_{2}(t, z)+\frac{1}{24} \partial^{4} F_{1}(t, z) y_{1}(t, z)^{4} \\
&\left.+\frac{1}{24} \partial F_{1}(t, z) y_{4}(t, z)\right) d s . \\
& f_{6}(z)= \frac{1}{T} \int_{0}^{T}\left(F_{6}(t, z)+\partial F_{5}(t, z) y_{1}(t, z)+\frac{1}{2} \partial F_{4}(t, z) y_{2}(t, z)\right. \\
&+ \frac{1}{2} \partial^{2} F_{4}(t, z) y_{1}(t, z)^{2}+\frac{1}{6} \partial F_{3}(t, z) y_{3}(t, z) \\
&+ \frac{1}{2} \partial^{2} F_{3}(t, z) y_{1}(t, z) y_{2}(t, z)+\frac{1}{6} \partial^{3} F_{3}(t, z) y_{1}(t, z)^{3} \\
&+ \frac{1}{24} \partial F_{2}(t, z) y_{4}(t, z)+\frac{1}{6} \partial^{2} F_{2}(t, z) y_{1}(t, z) y_{3}(t, z) \\
&+ \frac{1}{4} \partial^{3} F_{2}(t, z) y_{1}(t, z)^{2} y_{2}(t, z)+\frac{1}{8} \partial^{2} F_{2}(t, z) y_{2}(t, z)^{2} \\
& f_{2} \\
&
\end{aligned}
$$

$$
\begin{aligned}
&+\frac{1}{24} \partial^{4} F_{2}(t, z) y_{1}(t, z)^{4}+\frac{1}{120} \partial F_{1}(t, z) y_{5}(t, z) \\
&+\frac{1}{24} \partial^{2} F_{1}(t, z) y_{1}(t, z) y_{4}(t, z)+\frac{1}{12} \partial^{2} F_{1}(t, z) y_{2}(t, z) y_{3}(t, z) \\
&+\frac{1}{12} \partial^{3} F_{1}(t, z) y_{1}(t, z)^{2} y_{3}(t, z)+\frac{1}{12} \partial^{4} F_{1}(t, z) y_{1}(t, z)^{3} y_{2}(t, z) \\
&\left.+\frac{1}{8} \partial^{3} F_{1}(t, z) y_{1}(t, z) y_{2}(t, z)^{2}+\frac{1}{120} \partial^{5} F_{1}(t, z) y_{1}(t, z)^{5}\right) d t . \\
& f_{7}(z)= \frac{1}{T} \int_{0}^{T}\left(F_{7}(s, z)+\partial F_{6}(s, z) y_{1}(s, z)\right. \\
&+\frac{1}{2} \partial F_{5}(s, z) y_{2}(s, z)+\frac{1}{2} \partial^{2} F_{5}(s, z) y_{1}(s, z)^{2} \\
&+\frac{1}{6} \partial F_{4}(s, z) y_{3}(s, z)+\frac{1}{2} \partial^{2} F_{4}(s, z) y_{1}(s, z) y_{2}(s, z) \\
&+\frac{1}{6} \partial^{3} F_{4}(s, z) y_{1}(s, z)^{3}+\frac{1}{24} \partial F_{3}(s, z) y_{4}(s, z) \\
&+\frac{1}{6} \partial^{2} F_{3}(s, z) y_{1}(s, z) y_{3}(s, z)+\frac{1}{4} \partial^{3} F_{3}(s, z) y_{1}(s, z)^{2} y_{2}(s, z) \\
&+ \frac{1}{24} \partial^{4} F_{3}(s, z) y_{1}(s, z)^{4}+\frac{1}{8} \partial^{2} F_{3}(s, z) y_{2}(s, z)^{2} \\
&+\frac{1}{120} \partial F_{2}(s, z) y_{5}(s, z)+\frac{1}{24} \partial^{2} F_{2}(s, z) y_{1}(s, z) y_{4}(s, z) \\
&+\frac{1}{8} \partial^{3} F_{2}(s, z) y_{1}(s, z) y_{2}(s, z)^{2}+\frac{1}{12} \partial^{3} F_{2}(s, z) y_{1}(s, z)^{2} y_{3}(s, z) \\
&+\frac{1}{12} \partial^{4} F_{2}(s, z) y_{1}(s, z)^{3} y_{2}(s, z)+\frac{1}{120} \partial^{5} F_{2}(s, z) y_{1}(s, z)^{5} \\
&+\frac{1}{12} \partial^{2} F_{2}(s, z) y_{2}(s, z) y_{3}(s, z)+\frac{1}{720} \partial F_{1}(s, z) y_{6}(s, z) \\
&+ \frac{1}{120} \partial^{2} F_{1}(s, z) y_{1}(s, z) y_{5}(s, z)+\frac{1}{12} \partial^{3} F_{1}(s, z) y_{1}(s, z) y_{2}(s, z) y_{3}(s, z) \\
&+ \frac{1}{48} \partial^{3} F_{1}(s, z) y_{1}(s, z)^{2} y_{4}(s, z)+\frac{1}{16} \partial^{4} F_{1}(s, z) y_{1}(s, z)^{2} y_{2}(s, z)^{2} \\
&+ \frac{1}{36} \partial^{4} F_{1}(s, z) y_{1}(s, z)^{3} y_{3}(s, z)+\frac{1}{48} \partial^{5} F_{1}(s, z) y_{1}(s, z)^{4} y_{2}(s, z) \\
&+\frac{1}{120} \partial^{6} F_{1}(s, z) y_{1}(s, z)^{6}+\frac{1}{48} \partial^{2} F_{1}(s, z) y_{2}(s, z) y_{4}(s, z) \\
&+\left.\frac{1}{48} \partial^{3} F_{1}(s, z) y_{2}(s, z)^{3}+\frac{1}{72} \partial^{2} F_{1}(s, z) y_{3}(s, z)^{2}\right) d s . \\
&
\end{aligned}
$$

If we denote the solution of the differential system (6) with $x(t, z, \varepsilon)$ such that $x(0, z, \varepsilon)=z$, then we have

$$
x(T, z, \varepsilon)-z=\sum_{i=1}^{7} \varepsilon f_{i}(z)+\ldots
$$

Therefore by using the Implicit Function Theorem we conclude that if $f_{1}(z)=f_{2}(z)=\ldots=f_{k-1}(z) \equiv 0$ and $f_{k}(z) \not \equiv 0$, then the simple zeros
of $f_{k}(z)$ provide limit cycles of the differential system (6). For more details see Theorem A of [27].

## 3. Proof of Theorem 2

Before proving Theorem 2 we prove Lemma 1.
Proof of Lemma 1. First we translate the center $\left(\left(1-\sqrt{1+4 r^{2}}\right) / 2,0\right)$ of the differential system (1) to the origin of coordinates and we obtain the differential system

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}=-\sqrt{1+4 r^{2}} x+x^{2}+y^{2} . \tag{7}
\end{equation*}
$$

Doing the linear change $(x, y)=\left(v / \sqrt[4]{\left(1+4 r^{2}\right)}, u\right)$ we write the linear part of the differential system (7) into its canonical real Jordan normal form, and system (7) becomes

$$
\begin{align*}
& \dot{u}=-\sqrt[4]{\left(1+4 r^{2}\right)} v+u^{2}+\frac{v^{2}}{\sqrt{1+4 r^{2}}}  \tag{8}\\
& \dot{v}=\sqrt[4]{\left(1+4 r^{2}\right)} u
\end{align*}
$$

Performing the transformation $u=\alpha X, v=\beta Y$ with

$$
\alpha=-\beta=\sqrt[4]{\left(1+4 r^{2}\right)^{3}}\left(\frac{\sqrt{1+4 r^{2}}-1}{r^{2}}\right)
$$

and changing $(X, Y)$ by $(x, y)$ the differential system (8) becomes system (3) with $A=\frac{1-\sqrt{1+4 r^{2}}}{r^{2}}$. Moreover system (3) is into the form (2) of reversible quadratic centers taking $a=b=1+\frac{A}{2}$.

Proof of Theorem 1. The aim of this section is to study the limit cycles of the quadratic system (5) when $\varepsilon \neq 0$ is sufficiently small by using the averaging theory of six order.

We see that system (5) has a center at the origin and the linear part of the system is in its canonical real Jordan normal form when $\varepsilon=0$. We consider the change to polar coordinates $x=r \cos \theta, y=r \sin \theta$ and we get the differential system (5) in polar coordinates $(\dot{r}, \dot{\theta})$.

After rescaling the variable $r$ as $r=\varepsilon R$ and taking the angle $\theta$ as the new independent variable, we obtain the differential equation

$$
\begin{equation*}
\frac{d R}{d \theta}=\sum_{i=1}^{7} \varepsilon^{i} F_{i}(\theta, R)+O\left(\varepsilon^{7}\right) \tag{9}
\end{equation*}
$$

Now we can apply the averaging theory described in section 2 to this differential system, because system (9) is equivalent to system (6) taking $x=R, t=\theta$ and $T=2 \pi$.

For the differential equation (9) we have that $F_{i}=F_{i}(\theta, R)$ for $i=$ $1,2,3,4$ are

$$
\begin{aligned}
F_{1}= & -\lambda_{11} R+-\cos \theta((A+2) \cos (2 \theta)+2) R^{2}, \\
F_{2}= & -\lambda_{12} R+\sin \theta\left(\cos (2 \theta)\left((A+2) \lambda_{11}-2 \lambda_{51}\right)+2 \lambda_{11}+\lambda_{31}-\lambda_{51}\right) R^{2} \\
& +\frac{1}{2} \sin (2 \theta)((A+2) \cos (2 \theta)+2)^{2} R^{3}, \\
F_{3}= & -\lambda_{13} R+\left(\sin \theta\left(\cos (2 \theta)\left((A+2) \lambda_{12}-2 \lambda_{52}\right)+2 \lambda_{12}+\lambda_{32}-\lambda_{52}\right)\right. \\
& \left.-\lambda_{11}\left(\lambda_{31} \cos \theta+\lambda_{51} \cos (3 \theta)\right)\right) R^{2}+\frac{1}{4}((A+2) \cos (2 \theta)+2) \\
& \left(\cos (4 \theta)\left((A+2) \lambda_{11}-4 \lambda_{51}\right)-2 A \lambda_{11} \cos (2 \theta)\right. \\
& \left.+(A-2) \lambda_{11}-4 \lambda_{31}\right) R^{3}-\sin ^{2} \theta \cos \theta((A+2) \cos (2 \theta)+2)^{3} R^{4}, \\
F_{4}= & -\lambda_{14} R+\left(\sin \theta\left(\cos (2 \theta)\left((A+2) \lambda_{13}-2 \lambda_{53}\right)+2 \lambda_{13}+\lambda_{33}-\lambda_{53}\right)\right. \\
& \left.+\cos \theta\left(-\lambda_{11} \lambda_{32}-\lambda_{12} \lambda_{31}\right)-\cos (3 \theta)\left(\lambda_{11} \lambda_{52}+\lambda_{12} \lambda_{51}\right)\right) R^{2} \\
& +\frac{1}{8}\left(-2 \cos (4 \theta)\left(\left(A^{2}-4\right) \lambda_{12}+8 \lambda_{52}\right)-2\left(\left(A^{2}+4\right) \lambda_{12}+8 \lambda_{32}\right)\right. \\
& +4 \sin (2 \theta)\left((A-2) \lambda_{11} \lambda_{51}+4 \lambda_{11} \lambda_{31}+\lambda_{31}\left(\lambda_{31}-2 \lambda_{51}\right)\right) \\
& +4 \lambda_{11} \sin (4 \theta)\left((A+2) \lambda_{31}-(A-2) \lambda_{51}\right)+4 \lambda_{51} \sin (6 \theta) \\
& \left((A+2) \lambda_{11}-\lambda_{51}\right)+\cos (2 \theta)\left((A-2)(3 A+2) \lambda_{12}\right. \\
& \left.\left.-4(A+2)\left(2 \lambda_{32}+\lambda_{52}\right)\right)+(A+2) \cos (6 \theta)\left((A+2) \lambda_{12}-4 \lambda_{52}\right)\right) R^{3} \\
& +\frac{1}{4} \sin \theta((A+2) \cos (2 \theta)+2)^{2}\left(2 \cos (2 \theta)\left(A \lambda_{11}+\lambda_{31}+\lambda_{51}\right)\right. \\
& \left.-\cos (4 \theta)\left((A+2) \lambda_{11}-6 \lambda_{51}\right)-A \lambda_{11}+2 \lambda_{11}+6 \lambda_{31}\right) R^{4} \\
& +\sin ^{3} \theta \cos \theta((A+2) \cos (2 \theta)+2)^{4} R^{5} .
\end{aligned}
$$

We do not provide the functions $F_{i}(\theta, R)$ for $i=5,6,7$ because their expressions are huge, and they are easy to compute with the help of an algebraic manipulator as mathematica or mapple.

From the formulas of section 2 we can compute again by using an algebraic manipulator as mathematica or mapple the average functions. Thus the average function of first order is

$$
f_{1}(R)=-\lambda_{11} R
$$

It is clear that $f_{1}(R)=0$ has no positive roots. Therefore we get no information about the bifurcated limit cycles of system (5) from the
average function of first order. By setting $\lambda_{11}=0$, we have $f_{1}(R) \equiv 0$. So computing the average function of second order we obtain

$$
f_{2}(R)=-\lambda_{12} R
$$

Again $f_{2}(R)$ does not provide any information about the limit cycles. Taking $\lambda_{12}=0$ we compute the third order average function

$$
f_{3}(R)=-\lambda_{13} R-2 \lambda_{31} R^{3}
$$

Clearly equation $f_{3}(R)=0$ has at most one simple positive root, showing that the third average function can provide one limit cycle for the differential equation (9).

If $\lambda_{13}=\lambda_{31}=0$, then $f_{3}(R) \equiv 0$ and we compute the fourth order average function

$$
f_{4}(R)=-\lambda_{14} R-2 \lambda_{32} R^{3}
$$

Therefore as in the case of the third average function the fourth one can provide at most one limit cycle for the differential equation (9).

By setting $\lambda_{14}=\lambda_{32}=0$ we compute

$$
f_{5}(R)=-\lambda_{15} R-2 \lambda_{33} R^{3}-\frac{1}{3}(A-6)(A+4) \lambda_{51} R^{5}
$$

It follows immediately that equation $f_{5}(R)=0$ can have at most two simple positive roots if $A \notin\{-4,6\}$, and consequently the fifth average function can provide at most two limit cycles for the differential equation (9) if $A \notin\{-4,6\}$. When $A \in\{-4,6\}$ as for the third average function the fifth average function can provide at most one limit cycle for the differential equation (9). Now we must distinguish three cases.
Case 1: $\lambda_{15}=\lambda_{33}=\lambda_{51}=0$. Then we compute the sixth order averaging function and we obtain

$$
f_{6}(R)=-\lambda_{16} R-2 \lambda_{34} R^{3}-\frac{1}{3}(A-6)(A+4) \lambda_{52} R^{5}
$$

So the same conclusions than for the fifth average function, and we must consider three subcases.

Subcase 1.1: $\lambda_{16}=\lambda_{34}=\lambda_{52}=0$ and we obtain the seventh order averaging function

$$
f_{7}(R)=-\lambda_{17} R-2 \lambda_{35} R^{3}-\frac{1}{3}(A-6)(A+4) \lambda_{53} R^{5} .
$$

Again the same conclusions than for the fifth average function.
Subcase 1.2: $\lambda_{16}=\lambda_{34}=0, A=-4$. Then the seventh order averaging function is

$$
\begin{equation*}
f_{7}(R)=-\lambda_{17} R-2 \lambda_{35} R^{3} \tag{10}
\end{equation*}
$$

So equation $f_{7}(R)=0$ can have at most one simple positive root, and consequently the seventh average function can provide at most one limit cycle for the differential equation (9).

Subcase 1.3: $\lambda_{16}=\lambda_{34}=0, A=6$. Therefore the seventh order averaging function is (10). So the same conclusion than in the subcase 1.2 .

Case 2: $\lambda_{15}=\lambda_{33}=0, A=-4$ and we obtain the sixth order averaging function

$$
\begin{equation*}
f_{6}(R)=-\lambda_{16} R-2 \lambda_{34} R^{3} . \tag{11}
\end{equation*}
$$

Therefore in this case we can obtain at most one limit cycle for the differential equation (9). Taking $\lambda_{16}=\lambda_{34}=0$ we get that the seventh order averaging function is

$$
f_{7}(R)=-\lambda_{17} R-2 \lambda_{35} R^{3}+\frac{11011}{1296} \lambda_{51} R^{7}
$$

Hence equation $f_{7}(R)=0$ can have at most two simple positive roots, and consequently the seventh average function can provide at most two limit cycles for the differential equation (9). In short, when $A=-4$ the two limit cycles appear in order seven and not in order five as it is the case for $A \in \mathbb{R} \backslash\{-4,6\}$.
Case 3: $\lambda_{15}=\lambda_{33}=0, A=6$ and we obtain the sixth order average function is (11). So at most one limit cycle at order sixth. Taking $\lambda_{16}=\lambda_{34}=0$ we get that the seventh order averaging function is

$$
f_{7}(R)=-\lambda_{17} R-2 \lambda_{35} R^{3}-\frac{193594}{81} \lambda_{51} R^{7} .
$$

Again as in the case $A=-4$ for $A=6$ the two limit cycles do not appear until order seven.

This completes the proof of Theorem 2.
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