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#### Abstract

We study the number of periodic solutions of linear, Riccati and Abel dynamic equations in the time scales setting. In this way, we recover known results for corresponding differential equations and obtain new results for associated difference equations. In particular, we prove that there is no upper bound for the number of isolated periodic solutions of Abel difference equations. One of the main tools introduced to get our results is a suitable Melnikov function. This is the first time that Melnikov functions are used for dynamic equations on time scales.


## 1. Introduction and main results

Consider the polynomial periodic differential equations

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=x^{\prime}=a_{0}(t)+a_{1}(t) x+\cdots+a_{n-1}(t) x^{n-1}+a_{n}(t) x^{n} \tag{1.1}
\end{equation*}
$$

where $x, t \in \mathbb{R}$ and $a_{0}, a_{1}, \ldots, a_{n}: \mathbb{R} \rightarrow \mathbb{R}$ are smooth $\omega$-periodic functions. The question of studying its number of $\omega$-periodic solutions in terms of $n$ was proposed by N. G. Lloyd (see [19]) and C. Pugh (see [18]). Notice that (1.1) with $n=1$ (resp. $n=2$ ) is a linear equation (resp. a Riccati equation), and it is well known that linear (resp. Riccati) equations have either a continuum of periodic solutions or at most 1 (resp. 2) periodic solutions, see for instance [18,20]. When $n=3$, (1.1) is called Abel equation, and the more relevant result on it was proved in [18]: For any $k$, there exist equations of the form (1.1), with $a_{i}$ trigonometric $\omega$-periodic polynomials, having at least $k$ isolated $\omega$-periodic solutions. A similar result holds for $n>3$. The results for $n=3$ have interest by themselves, but also because Abel equations appear when studying the number of limit cycles of planar polynomial differential equations, and so, are related to the celebrated Hilbert sixteenth problem, see, for instance, [7,9-11, 13, 14, 16, 18, 21, 24].

In the discrete context, the analogues of the above linear and Riccati periodic difference equations are

$$
\begin{equation*}
x_{n+1}=A_{n}+B_{n} x_{n} \quad \text { and } \quad x_{n+1}=\frac{A_{n}+B_{n} x_{n}}{C_{n}+D_{n} x_{n}}, \quad n \in \mathbb{N}, \tag{1.2}
\end{equation*}
$$

respectively, where $A_{n}, B_{n}, C_{n}, D_{n}$ are $\omega$-periodic sequences and $\omega \in \mathbb{N}$. As far as we know, there are no agreed-upon versions for difference Abel equations, although some proposals are given in $[4,23]$.

[^0]Next, in the time-scales setting, we introduce several dynamic equations that include the known differential or difference equations of linear, Riccati, and Abel differential equations. As usual, these dynamic equations are given using the well-known operators introduced in this theory that can be found for instance in the books $[2,3]$ and that we recall in the Appendix for the sake of completeness. We start with two different forms corresponding to linear dynamic equations. They are

$$
\begin{align*}
& x^{\Delta}=a(t)+b(t) x,  \tag{1.3}\\
& x^{\Delta}=a(t)-b(t) x^{\sigma}, \tag{1.4}
\end{align*}
$$

where $a, b \in \mathrm{C}_{\mathrm{rd}}(\mathbb{T}, \mathbb{R})$ are $\omega$-periodic on an $\omega$-periodic time scale $\mathbb{T}$, see the Appendix for the definitions of this space and the notations. We remark that the minus sign in the second equation is only for convenience, to get a simpler expression of the solution of this equation. Notice that, when $\mathbb{T}=\mathbb{R}$, both equations correspond to (1.1) with $n=1$. Similarly, when $\mathbb{T}=\mathbb{N}_{0}$, they correspond to the left-hand equation in (1.2).

For the Riccati case, the corresponding dynamic equations that we consider are

$$
\begin{align*}
& x^{\Delta}=a(t)+b(t) x+c(t) x x^{\sigma},  \tag{1.5}\\
& x^{\Delta}=a(t)-b(t) x^{\sigma}+c(t) x x^{\sigma},  \tag{1.6}\\
& x^{\Delta}=a(t)-b(t) x^{\sigma}-c(t) \frac{x^{2}}{1+\mu(t) c(t) x}, \tag{1.7}
\end{align*}
$$

where $a, b, c \in \mathrm{C}_{\mathrm{rd}}(\mathbb{T}, \mathbb{R})$ are $\omega$-periodic on an $\omega$-periodic time scale $\mathbb{T}$ and $c \neq 0$. Like in the linear case, when $\mathbb{T}=\mathbb{R}$, all the equations correspond to (1.1) with $n=2$, and, when $\mathbb{T}=\mathbb{N}_{0}$, they correspond to the right-hand equation in (1.2) for certain $A_{n}, B_{n}, C_{n}$ and $D_{n}$ obtained from $a(t), b(t)$, and $c(t)$. For instance, for (1.5) and $\mathbb{T}=\mathbb{R}, x^{\Delta}=x^{\prime}$ and $x x^{\sigma}=x^{2}$. For $\mathbb{T}=\mathbb{N}_{0}, t=n$ and $z(m)=z_{m}, x^{\Delta}(n)=x_{n+1}-x_{n}, x^{\sigma}(n)=x_{n+1}$, and so, $x_{n+1}-x_{n}=a_{n}+b_{n} x_{n}+c_{n} x_{n} x_{n+1}$. In consequence,

$$
x_{n+1}=\frac{a_{n}+\left(1+b_{n}\right) x_{n}}{1-c_{n} x_{n}}
$$

which clearly is a Riccati difference equation.
Finally, the Abel dynamic equations that we will study are

$$
\begin{align*}
& x^{\Delta}=a(t)+b(t) x+c(t) x x^{\sigma}+d(t) x^{2} x^{\sigma}  \tag{1.8}\\
& x^{\Delta}=a(t)-b(t) x^{\sigma}+c(t) x x^{\sigma}+d(t) x^{2} x^{\sigma} \tag{1.9}
\end{align*}
$$

where $a, b, c, d \in \mathrm{C}_{\mathrm{rd}}(\mathbb{T}, \mathbb{R})$ are $\omega$-periodic on an $\omega$-periodic time scale $\mathbb{T}$ and $d \neq 0$.
If an initial value problem consisting of a dynamic equation and the initial condition $x(0)=\varrho$ has a unique solution, then we denote this solution by $x(\cdot, \varrho)$. In this situation, we can define the Poincaré map as $\Pi(\varrho):=x(\omega, \varrho)-\varrho$. Its fixed points give the initial values of the $\omega$-periodic solutions of the equation. From now on, when we refer to a periodic solution, we always mean $\omega$-periodic solutions.

Our main result is the following.
Theorem 1.1. (i) Consider any of the linear dynamic equations (1.3) or (1.4). If $b$ is regressive, then it has either no periodic solution, or one periodic solutions, or a continuum of periodic solutions.
(ii) Consider any of the Riccati dynamic equations (1.5), (1.6), or (1.7) with $\mathbb{T} \in$ $\left\{\mathbb{R}, \mathbb{Z}, \mathbb{N}_{0}\right\}$. Then it has either no periodic solution, one or two periodic solutions, or a continuum of periodic solutions.
(iii) Consider the Abel dynamic equations (1.8) or (1.9).
(a) If $\mathbb{T}=\mathbb{R}$, then, for any $k \in \mathbb{N}$, there exists an equation of any of the two given forms with at least $k$ periodic solutions.
(b) If $\mathbb{T}=\mathbb{N}_{0}$ and $\omega \in \mathbb{N}$, then there exists an equation of any of the two given forms with at least $\omega-1$ periodic solutions.

Result (i) when $\mathbb{T} \in\left\{\mathbb{R}, \mathbb{N}_{0}\right\}$ and result (ii) when $\mathbb{T}=\mathbb{R}$ are well known. Result (ii) when $\mathbb{T}=\mathbb{N}_{0}$ is a folklore result. As we will see, for other periodic time scales, it also holds. All these results are proved in Sections 2 and 3. In these sections, we include several examples exhibiting different numbers of periodic solutions for different periodic time scales. We also discuss the problem of determining which of the situations displayed in the theorem holds. As we will see, while in the case $\mathbb{T}=\mathbb{N}_{0}$ this problem can be easily solved, the same question when $\mathbb{T}=\mathbb{R}$ is very difficult, unless a particular periodic solution of the Riccati equation is known. Result (iii) is only known when $\mathbb{T}=\mathbb{R}$. It is new when $\mathbb{T}=\mathbb{N}_{0}$. One of the most important contributions of this work is item (iii) when $\mathbb{T}=\mathbb{N}_{0}$. As a consequence, notice that in the Abel cases to have sharp upper bounds for the number of isolated periodic solutions, some extra hypotheses on the equation must be added. For instance, it is known that for Abel differential equations ( $n=3$ in (1.1)), the equation has at most 3 of such solutions when $a_{3} \neq 0$ does not change its sign, see $[13,18,22]$. Similar types of results could be addressed for $\mathbb{T}=\mathbb{N}_{0}$.

To prove item (iii), we introduce an analogue of the Melnikov function in the time scales setting. This is the first time that this tool is used in this context. We prove the following result.

Theorem 1.2. Consider the Abel dynamic equation

$$
\begin{equation*}
x^{\Delta}=c(t) x x^{\sigma}+\varepsilon d(t) x^{2} x^{\sigma}, \tag{1.10}
\end{equation*}
$$

where $c, d \in \mathrm{C}_{\mathrm{rd}}(\mathbb{T}, \mathbb{R})$ and $\varepsilon \in \mathbb{R}$ is a parameter. Define $\bar{C}:=\max _{s \in[0, \omega] \cap \mathbb{T}} C(s)$, where $C(t):=-\int_{0}^{t} c(\tau) \Delta \tau$, and assume that $C(\omega)=0$. For any $\varrho>\bar{C}$, we define the Melnikov function

$$
\begin{equation*}
M(\varrho):=\int_{0}^{\omega} \frac{d(\tau)}{\varrho-C(\tau)} \Delta \tau \tag{1.11}
\end{equation*}
$$

Then, for $|\varepsilon|$ small enough, each simple zero in $(\bar{C}, \infty)$ of $M(\varrho)$ gives an isolated periodic solution of (1.10). This solution tends, when $\varepsilon$ tends to zero, to the periodic solution of (1.10) for $\varepsilon=0$, such that $x(0)=1 / \varrho$.

All our results about Abel dynamic equations are given in Section 4.

## 2. Linear dynamic equations

Item (i) of Theorem 1.1 is a consequence of the following theorem. Note that it also clarifies which of the three situations given in Theorem 1.1 happens.

Theorem 2.1. Consider the linear dynamic equations (1.3) or (1.4) and assume that $b \in \mathcal{R}$. Then it has either no periodic solutions, or one periodic solutions, or a continuum
of periodic solutions. Moreover, the initial conditions of the periodic solutions coincide with the solutions of $A+B \varrho=\varrho$, where

$$
\begin{align*}
& A=\int_{0}^{\omega} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau, \quad B=e_{b}(\omega, 0) \quad \text { for } \quad(1.3), \quad \text { and } \\
& A=\int_{0}^{\omega} e_{\ominus b}(\omega, \tau) a(\tau) \Delta \tau, \quad B=e_{\ominus b}(\omega, 0) \quad \text { for } \quad \text { (1.4) } \tag{1.4}
\end{align*}
$$

where the above expressions are introduced in the Appendix. Furthermore, if they have an isolated periodic solution $(B \neq 1)$, then it is

$$
\begin{align*}
& x(t)=\frac{e_{b}(\omega, 0)}{1-e_{b}(\omega, 0)} \int_{t}^{\omega+t} e_{b}(t, \sigma(\tau)) a(\tau) \Delta \tau \quad \text { for } \quad \text { (1.3), } \quad \text { and } \\
& x(t)=\frac{e_{\ominus b}(\omega, 0)}{1-e_{\ominus b}(\omega, 0)} \int_{t}^{\omega+t} e_{\ominus b}(t, \tau) a(\tau) \Delta \tau \quad \text { for } \quad \text { (1.4) } \tag{1.4}
\end{align*}
$$

Remark 2.2. (i) Notice that when $\mathbb{T}=\mathbb{R}$, the hypothesis that $b \in \mathcal{R}$ always holds because the graininess is $\mu=0$ and $1+\mu(t) b(t)=1 \neq 0$, see the Appendix.
(ii) When $\mathbb{T}=\mathbb{N}_{0}$, even when $b \notin \mathcal{R}$, the number of the periodic solutions for the linear dynamic equations (1.3) or (1.4) is also given by Theorem 2.1. Let us prove this fact, for instance, for (1.3). By linearity, all its solution can be written as $x(t)=x_{\mathrm{par}}(t)+y(t)$, where $y$ are all the solutions of

$$
y^{\Delta}=b(t) y \Longrightarrow y(n+1)=(1+b(n)) y(n)
$$

and $x_{\mathrm{par}}$ is a particular fixed solution of (1.3). Since $b \notin \mathcal{R}$, for some $n=m$, $1+b(m)=0$, and so, since

$$
y(n)=\prod_{i=0}^{n-1}(1+b(i))
$$

it holds that for $n \geq m+1, y(n)=0$. Hence all the solutions of (1.3) for $n \geq m+1$ coincide with $x_{\text {par }}$. Then, either the dynamic equation has no periodic solution, or all of them are eventually periodic, but in any case, both situations are covered by the three possibilities given in Theorem 2.1.

Proof of Theorem 2.1. Since $b \in \mathcal{R}$, by using Theorem A. 6 of the Appendix, the respective solutions of (1.3) or (1.4), with initial condition $x(0)=\varrho$, are

$$
\begin{aligned}
& x(t)=e_{b}(t, 0) \varrho+\int_{0}^{t} e_{b}(t, \sigma(\tau)) a(\tau) \Delta \tau \\
& x(t)=e_{\ominus b}(t, 0) \varrho+\int_{0}^{t} e_{\ominus b}(t, \tau) a(\tau) \Delta \tau
\end{aligned}
$$

The initial conditions that give rise to periodic solutions must be fixed points of the corresponding Poincaré maps. These Poincaré maps are of the form

$$
\Pi(\varrho)=x(\omega)=A+B \varrho .
$$

Hence, these initial conditions are the solutions of $A+B \varrho=\varrho$, as we wanted to prove. Clearly, the equation has no periodic solutions when $B=1, A \neq 0$, and has a continuum
of them when $B=1$ and $A=0$. Otherwise, there is exactly one periodic solution, and its initial value is $\varrho=A /(1-B)$. For instance, for (1.3), it can be written as

$$
\begin{aligned}
x(t) & =\frac{e_{b}(t, 0) \int_{0}^{\omega} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau}{1-e_{b}(\omega, 0)}+\int_{0}^{t} e_{b}(t, \sigma(\tau)) a(\tau) \Delta \tau \\
& =\frac{e_{b}(t, 0)}{1-e_{b}(\omega, 0)}\left(\int_{0}^{\omega} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau+\left(1-e_{b}(\omega, 0)\right) \int_{0}^{t} e_{b}(0, \sigma(\tau)) a(\tau) \Delta \tau\right) \\
& =\frac{e_{b}(t, 0)}{1-e_{b}(\omega, 0)}\left(\int_{t}^{\omega} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau+\int_{0}^{t} e_{b}(0, \sigma(\tau)) a(\tau) \Delta \tau\right) \\
& =\frac{e_{b}(t, 0)}{1-e_{b}(\omega, 0)}\left(\int_{t}^{\omega} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau+\int_{\omega}^{\omega+t} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau\right) \\
& =\frac{e_{b}(t, 0)}{1-e_{b}(\omega, 0)} \int_{t}^{\omega+t} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau=\frac{e_{b}(\omega, 0)}{1-e_{b}(\omega, 0)} \int_{t}^{\omega+t} e_{b}(t, \sigma(\tau)) a(\tau) \Delta \tau
\end{aligned}
$$

as we wanted to prove. Notice that we have used several times the semigroup property $e_{b}(t, r) e_{b}(r, s)=e_{b}(t, s)$ given in Theorem A. 4 and also, using the periodicity of $a$ and $b$, that $e_{b}(t, r)=e_{b}(t+\omega, r+\omega)$ and

$$
\begin{aligned}
\int_{0}^{t} e_{b}(0, \sigma(\tau)) a(\tau) \Delta \tau & =\int_{\omega}^{\omega+t} e_{b}(0, \sigma(u-\omega)) a(u-\omega) \Delta u \\
& =\int_{\omega}^{\omega+t} e_{b}(0, \sigma(u)-\omega) a(u) \Delta u=\int_{\omega}^{\omega+t} e_{b}(\omega, \sigma(u)) a(u) \Delta u
\end{aligned}
$$

see also [1], in particular, [1, Theorem 2.1 and its proof]. The proof for (1.4) follows similar steps, and we omit it.
2.1. Examples of linear dynamic equations. Now we provide some examples of linear dynamic equations (1.3) for various periodic time scales. Similar examples could be given for (1.4).
Example 2.3. Let $\mathbb{T}=\mathbb{R}$ and $\omega=2 \pi$. First, let $b(t)=\sin (t)$. Then,

$$
B=e_{b}(\omega, 0)=\exp \left(\int_{0}^{2 \pi} \sin (t) \mathrm{d} t\right)=1
$$

Let $a=0$. Then, $A=0$ and $\Pi(\varrho) \equiv \varrho$, and by Theorem 2.1, all solutions of $x^{\prime}=x \sin (t)$ are periodic. In fact,

$$
x(t)=\varrho e^{1-\cos (t)}
$$

Now, let $a=1$. Then, $A=\frac{1}{e} \int_{0}^{2 \pi} e^{\cos (\tau)} \mathrm{d} \tau \neq 0$. Then, $\Pi(\varrho) \equiv \varrho+A$ and the equation has no periodic solution. In fact, the solutions of $x^{\prime}=1+x \sin (t)$ are

$$
x(t)=\varrho e^{1-\cos (t)}+e^{-\cos (t)} \int_{0}^{t} e^{\cos (\tau)} \mathrm{d} \tau
$$

Finally, let $b=-1$. Then, $B=e^{-2 \pi} \neq 1$. Let $a(t)=2 \sin (t)$. Then, $A=e^{-2 \pi}-1$ and $\Pi(\varrho) \equiv e^{-2 \pi}-1+e^{-2 \pi} \varrho$. Hence, the equation has only one periodic solution with initial condition $\varrho=-1$. In this case, the solutions of $x^{\prime}=2 \sin (t)-x$ are

$$
x(t)=\sin (t)-\cos (t)+(1+\varrho) e^{-t}
$$

and clearly, the only periodic one corresponds to $\varrho=-1$. Note also that, following Theorem 2.1, the periodic solution is

$$
\frac{e^{-2 \pi}}{1-e^{-2 \pi}} \int_{t}^{2 \pi+t} e^{\tau-t} 2 \sin (\tau) \mathrm{d} \tau=\sin (t)-\cos (t)
$$

Example 2.4. Let $\mathbb{T}=\mathbb{N}_{0}$ and $\omega=4$. First, let $b$ be $\omega$-periodic with

$$
b(0)=-\frac{2}{3}, \quad b(1)=-\frac{1}{2}, \quad b(2)=1, \quad b(3)=2 .
$$

Then,

$$
B=e_{b}(\omega, 0)=(1+b(0))(1+b(1))(1+b(2))(1+b(3))=1 .
$$

Let $a=0$. Then, $A=0$ and $\Pi(\varrho) \equiv \varrho$, and by Theorem 2.1, all solutions of $x^{\Delta}=x b(t)$ are periodic. In fact, they are

$$
x(0)=\varrho, \quad x(1)=\frac{\varrho}{3}, \quad x(2)=\frac{\varrho}{6}, \quad x(3)=\frac{\varrho}{3}, \quad x(4)=\varrho .
$$

Now, let $a$ be 2-periodic with $a(0)=0, a(1)=1$. Then,

$$
A=\int_{0}^{\omega} e_{b}(\omega, \sigma(\tau)) a(\tau) \Delta \tau=\sum_{\tau=0}^{3} a(\tau) \prod_{j=\tau+1}^{3}(1+b(j))=7
$$

and $\Pi(\varrho) \equiv 7+\varrho$, and the equation has no periodic solution. In fact, the solutions of $x^{\Delta}=a(t)+x b(t)$ are

$$
x(0)=\varrho, \quad x(1)=\frac{\varrho}{3}, \quad x(2)=1+\frac{\varrho}{6}, \quad x(3)=2+\frac{\varrho}{3}, \quad x(4)=7+\varrho .
$$

Finally, let $b$ be $\omega$-periodic with

$$
b(0)=0, \quad b(1)=-\frac{1}{2}, \quad b(2)=-\frac{2}{3}, \quad b(3)=-\frac{3}{4} .
$$

Then,

$$
B=1 \cdot \frac{1}{2} \cdot \frac{1}{3} \cdot \frac{1}{4}=\frac{1}{24} \neq 1
$$

Let $a(t)=23(1+\sin (\pi t))$, i.e., $a$ is $\omega$-periodic with $a(0)=23, a(1)=0, a(2)=23$, $a(3)=46$. In this case, $A=1265 / 24$, and thus $\Pi(\varrho) \equiv 1265 / 24+\varrho / 24$. Solving the equation $\Pi(\varrho)=\varrho$, we get that the unique periodic solution corresponds to the initial condition $\varrho=55$. Indeed, the solutions of $x^{\Delta}=a(t)+x b(t)$ are

$$
x(0)=\varrho, \quad x(1)=23+\varrho, \quad x(2)=\frac{23}{2}+\frac{\varrho}{2}, \quad x(3)=\frac{161}{6}+\frac{\varrho}{6}, \quad x(4)=\frac{1265}{24}+\frac{\varrho}{24} .
$$

Note also that, from the expression of the periodic solution given in Theorem 2.1, the initial condition of the periodic solution is

$$
\varrho=\frac{e_{b}(4,0)}{1-e_{b}(4,0)} \int_{0}^{4} e_{b}(t, \sigma(\tau)) a(\tau) \Delta \tau=\frac{1}{23} \sum_{\tau=0}^{3} a(\tau) e_{b}(0, \tau+1)=1+0+6+48=55 .
$$

In the next two examples, the time scales are not the "usual" ones, but $b \in \mathcal{R}$.

Example 2.5. Let $\mathbb{T}=\bigcup_{n=0}^{\infty}[2 n, 2 n+1]$ and $\omega=2$. First, let $b$ be $\omega$-periodic with $b(t)=1 /(t+1)$ for $0 \leq t<1$ and $b(1)=-1 / 2$. Then,

$$
B=e_{b}(\omega, 0)=e_{b}(2,1) e_{b}(1,0)=(1+b(1)) \exp \left(\int_{0}^{1} \frac{\mathrm{~d} t}{t+1}\right)=1
$$

Let $a=0$. Hence, $A=0$ and $\Pi(\varrho) \equiv \varrho$, and all solutions of $x^{\Delta}=x b(t)$ are $\omega$-periodic. They are

$$
x(t)=(t+1) \varrho \quad \text { for } \quad 0 \leq t \leq 1 \quad \text { and } \quad x(2)=(1+b(1)) x(1)=\varrho .
$$

Now, let $a$ be $\omega$-periodic with $a(t)=t+1$ for $0 \leq t \leq 1$. Then, $x^{\Delta}=a(t)+x b(t)$ has no $\omega$-periodic solutions, as the solutions are
$x(t)=(t+1)(t+\varrho) \quad$ for $\quad 0 \leq t \leq 1 \quad$ and $\quad x(2)=a(1)+(1+b(1)) x(1)=\varrho+3=\Pi(\varrho)$.
Finally, let $b$ be $\omega$-periodic with $b(t)=1 /(t+1)$ for $0 \leq t \leq 1$. Then,

$$
B=e_{b}(\omega, 0)=(1+b(1)) \exp \left(\int_{0}^{1} \frac{\mathrm{~d} t}{t+1}\right)=3 \neq 1 .
$$

Let $a$ be $\omega$-periodic with $a(t)=t+1$ for $0 \leq t<1, a(1)=3$. The solutions of $x^{\Delta}=a(t)+x b(t)$ are
$x(t)=(t+1)(t+\varrho) \quad$ for $\quad 0 \leq t \leq 1 \quad$ and $\quad x(2)=a(1)+(1+b(1)) x(1)=3 \varrho+6=\Pi(\varrho)$.
Hence, $x$ is $\omega$-periodic if and only if $\varrho=-3$. Note also that from the expression of the periodic orbit in Theorem 2.1, we obtain again that its initial value is

$$
\varrho=-\frac{3}{2}\left\{\int_{0}^{1} e_{b}(0, \tau) a(\tau) \mathrm{d} \tau+e_{b}(0,2) a(1)\right\}=-\frac{3}{2}\left(1+\frac{1}{3} \cdot 3\right)=-3 .
$$

Example 2.6. Let $\mathbb{T}$ be an arbitrary $\omega$-periodic time scale with $0 \in \mathbb{T}$. First, let $b=0$. Then, $B=e_{b}(\omega, 0)=1$. Let $a=0$. Hence, $A=0$ and $\Pi(\varrho) \equiv \varrho$, and all solutions are $\omega$-periodic. In fact, all $x(t) \equiv \varrho$ are constant and hence $\omega$-periodic. Now, let $a=1$. Then, $B=\omega$ and $\Pi(\varrho) \equiv \varrho+\omega$, and the equation has no periodic solution. In fact,

$$
x(t)=t+\varrho .
$$

Finally, let $b$ be $\omega$-periodic with $e_{b}(\omega, 0) \neq 1$ and $a=b$. Then, $A=e_{b}(\omega, 0)-1$ and $B=e_{b}(\omega, 0)$. Hence, $\Pi(\varrho) \equiv e_{b}(\omega, 0)-1+e_{b}(\omega, 0) \varrho$, and the unique periodic solutions starts at $\varrho=-1$. In fact, the solutions of $x^{\Delta}=(1+x) b(t)$ are $x(t)=(\varrho+1) e_{b}(t, 0)-1$, and due to

$$
e_{b}(t+\omega, 0)=e_{b}(t+\omega, t) e_{b}(t, 0)=e_{b}(\omega, 0) e_{b}(t, 0) \neq e_{b}(t, 0)
$$

they are $\omega$-periodic if and only if $\varrho=-1$, and then the solution is $x(t) \equiv-1$.

## 3. Riccati dynamic equations

Instead of proving item (ii) of Theorem 1.1, we state and prove two different stronger results, one for $\mathbb{T}=\mathbb{R}$ and the other one for $\mathbb{T}=\mathbb{N}_{0}$, that clearly imply it. As we will see, these results also give information to know in each case which is the exact the number of periodic solutions of the Riccati equation. In general, the answer is unknown when $\mathbb{T}=\mathbb{R}$, unless a particular periodic solutions is known, see [8] or Proposition 3.1 below.

On the other hand, when $\mathbb{T}=\mathbb{N}_{0}$, the question can be totally solved, see Proposition 3.2.

Proposition 3.1. Let

$$
\begin{equation*}
x^{\prime}=a(t)+b(t) x+c(t) x^{2} \tag{3.1}
\end{equation*}
$$

be an $\omega$-periodic Riccati differential equation and let $x=x_{0}(t)$ be an explicit $\omega$-periodic solution of (3.1). Then, there exist four computable real numbers, $A, B, C, D$ such that if we denote by $\mathcal{S}$ the set of all real solutions $\varrho$ of the equation

$$
\begin{equation*}
\frac{A+B \varrho}{C+D \varrho}=\varrho \tag{3.2}
\end{equation*}
$$

then the periodic solutions of (3.1) are given by the solutions of (3.1) with initial value $x(0)=\varrho \in \mathcal{S}$ that are well defined for all $t \in[0, \omega]$.

Proof. With the change of variables $y=1 /\left(x-x_{0}\right)$, we can write (3.1) as the linear differential equation

$$
y^{\prime}=-c(t)-\left(2 c(t) x_{0}(t)+b(t)\right) y .
$$

Solving it and going back to the variable $x$, we get that the solution of (3.1) satisfying $x(0)=\varrho$ can be written as

$$
x(t)=\frac{\mathcal{A}(t)+\mathcal{B}(t) \varrho}{\mathcal{C}(t)+\mathcal{D}(t) \varrho}
$$

for some functions $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}$ that depend on $a, b, c$, and $x_{0}$, but not on $\varrho$. Therefore, the Poincaré map is the Möbius transformation

$$
\Pi(\varrho)=\frac{\mathcal{A}(\omega)+\mathcal{B}(\omega) \varrho}{\mathcal{C}(\omega)+\mathcal{D}(\omega) \varrho}
$$

The periodic solutions satisfy $\Pi(\varrho)=\varrho$. Hence, we obtain that the initial conditions of the periodic solutions must satisfy (3.2). The solutions starting at some of these values, and defined for all $t \in[0, \omega]$, will give the actual periodic solutions of the differential equation.

Proposition 3.2. Let

$$
\begin{equation*}
x_{n+1}=\frac{A_{n}+B_{n} x_{n}}{C_{n}+D_{n} x_{n}}=f_{n}\left(x_{n}\right) \tag{3.3}
\end{equation*}
$$

be an $\omega$-periodic Riccati difference equation. Define

$$
U_{i}:=\left(\begin{array}{cc}
B_{i} & A_{i} \\
D_{i} & C_{i}
\end{array}\right), \quad i=0, \ldots, \omega-1
$$

and

$$
U:=U_{\omega-1} U_{\omega-2} \cdots U_{1} U_{0}=\left(\begin{array}{cc}
B & A \\
D & C
\end{array}\right) .
$$

Denote by $\mathcal{S}$ the set of all real solutions @ of the equation

$$
\frac{A+B \varrho}{C+D \varrho}=\varrho
$$

Then, the periodic solutions of (3.3) are given by the solutions of (3.3) with initial value $x(0)=\varrho \in \mathcal{S}$ that are well defined for all $i=1,2, \ldots, \omega$.

Proof. Given a $2 \times 2$ matrix

$$
V=\left(\begin{array}{ll}
b & a \\
d & c
\end{array}\right), \quad \text { we define } \quad \tau_{V}(x):=\frac{b x+a}{d x+c} .
$$

With this notation, we can rewrite (3.3) as

$$
x_{n+1}=f_{n}\left(x_{n}\right)=\frac{B_{n} x_{n}+A_{n}}{D_{n} x_{n}+C_{n}}=\tau_{U_{n}}\left(x_{n}\right) .
$$

First notice that, for any $i, j \in \mathbb{N}_{0}$,

$$
\left(f_{i} \circ f_{j}\right)(x)=\frac{B_{i} \frac{B_{j} x+A_{j}}{D_{j} x+C_{j}}+A_{i}}{D_{i} \frac{B_{j} x+A_{j}}{D_{j} x+C_{j}}+C_{i}}=\frac{\left(B_{i} B_{j}+A_{i} D_{j}\right) x+\left(B_{i} A_{j}+A_{i} C_{j}\right)}{\left(D_{i} B_{j}+C_{i} D_{j}\right) x+\left(D_{i} A_{j}+C_{i} C_{j}\right)}=\tau_{U_{i} U_{j}}(x)
$$

The $\omega$-periodic solutions are given by the solutions of $\left(f_{\omega-1} \circ f_{\omega-2} \circ \cdots \circ f_{0}\right)(\varrho)=\varrho$, or equivalently, by the solutions of $\tau_{U_{\omega-1} U_{\omega-2} \cdots U_{1} U_{0}}(\varrho)=\tau_{U}(\varrho)=\varrho \in \mathcal{S}$ for which the corresponding orbits are well defined.
3.1. Examples of Riccati dynamic equations when $\mathbb{T} \in\left\{\mathbb{R}, \mathbb{N}_{0}\right\}$. We present examples only for (1.6). Examples for (1.5) and (1.7) can be constructed similarly.

Example 3.3 (See also [10]). An example of (1.6) with $\mathbb{T}=\mathbb{R}, \omega=2 \pi$, and two $\omega$ periodic solutions is $a(t)=1+\sin (t)+\cos (t)-\cos ^{2}(t), b(t)=1+2 \sin (t)$, and $c=-1$. Its solutions are

$$
x(t)=\sin (t)+\frac{\varrho}{\varrho+(1-\varrho) e^{t}},
$$

and they are $\omega$-periodic if and only if either $\varrho=0$ or $\varrho=1$. These periodic solutions are $\sin (t)$ and $1+\sin (t)$, respectively.

Example 3.4. Examples of (1.6) with $\mathbb{T}=\mathbb{N}_{0}$ and either one periodic solution or no periodic solution are the following. If $\omega=2$ and $a, b, c$ are 2-periodic with

$$
a(0)=1, \quad a(1)=-1, \quad b(0)=1, \quad b(1)=1, \quad c(0)=1, \quad c(1)=-1
$$

then there is a unique solution of (1.6) satisfying

$$
x(1)=\frac{1+2 \varrho}{2+2 \varrho} \quad \text { and } \quad x(2)=\varrho .
$$

On the other hand, if we let $a, b, c$ be 2-periodic with

$$
a(0)=1, \quad a(1)=0, \quad b(0)=1, \quad b(1)=0, \quad c(0)=1, \quad c(1)=-2,
$$

then the unique solution of (1.6) satisfies

$$
x(1)=\frac{1+2 \varrho}{2+2 \varrho} \quad \text { and } \quad x(2)=-\frac{1+2 \varrho}{2 \varrho}
$$

and is never 2-periodic as $2 \varrho^{2}+2 \varrho+1$ has no real zero.
3.2. Riccati equations on other periodic time scales. Although in item (ii) of Theorem 1.1, we only consider the time scales $\mathbb{T} \in\left\{\mathbb{R}, \mathbb{Z}, \mathbb{N}_{0}\right\}$, the same results holds in a more general setting. Assume for instance that the Riccati dynamic equation (1.6) has an $\omega$-periodic solution $x=x_{0}$ (otherwise, we are done). We introduce the classical change of variable $y=1 /\left(x-x_{0}\right)$. By using that $(1 / z)^{\Delta}=-z^{\Delta} /\left(z z^{\sigma}\right)$ and $y^{\sigma}=y+\mu y^{\Delta}$ (see the Appendix), we obtain that $y$ satisfies

$$
\begin{aligned}
y^{\Delta} & =-\frac{x^{\Delta}-x_{0}^{\Delta}}{\left(x-x_{0}\right)\left(x^{\sigma}-x_{0}^{\sigma}\right)}=\left(x_{0}^{\Delta}-x^{\Delta}\right) y y^{\sigma}=\left(a-b x_{0}^{\sigma}+c x_{0} x_{0}^{\sigma}-a+b x^{\sigma}-c x x^{\sigma}\right) y y^{\sigma} \\
& =b y-c\left(\left(\frac{1}{y}+x_{0}\right)\left(\frac{1}{y^{\sigma}}+x_{0}^{\sigma}\right)-x_{0} x_{0}^{\sigma}\right) y y^{\sigma}=b y-c\left(\frac{1}{y y^{\sigma}}+\frac{x_{0}}{y^{\sigma}}+\frac{x_{0}^{\sigma}}{y}\right) y y^{\sigma} \\
& =b y-c-c x_{0} y-c x_{0}^{\sigma} y^{\sigma}=-\left(c x_{0}+c x_{0}^{\sigma}-b\right) y-c-\mu c x_{0}^{\sigma} y^{\Delta},
\end{aligned}
$$

and so

$$
y^{\Delta}=-\frac{c(t)}{1+\mu(t) c(t) x_{0}(\sigma(t))}-\frac{c(t) x_{0}(t)+c(t) x_{0}(\sigma(t))-b(t)}{1+\mu(t) c(t) x_{0}(\sigma(t))} y
$$

This new equation, whenever it is well defined, is an $\omega$-periodic linear dynamic equation of the form (1.3). If we are under the hypotheses of item (i) of Theorem 1.1, then it has zero, one, or a continuum of $\omega$-periodic solutions. Undoing the change of variables, we get that our initial dynamic Riccati equation has either no periodic solution, one or two periodic solutions, or a continuum of periodic solutions.

If we start with (1.5) and follow the same steps, we also arrive at a linear dynamic equation, in this case of type (1.4), namely

$$
y^{\Delta}=\frac{c(t)}{1+\mu(t) c(t) x_{0}(t)}-\frac{b(t)-c(t) x_{0}(t)-c(t) x_{0}(\sigma(t))}{1+\mu(t) c(t) x_{0}(t)} y^{\sigma} .
$$

The computations for (1.7) are again similar, and we skip all the details.
We end this section with some examples of Riccati equations (1.7) in a different time scale setting.
Example 3.5. We give two examples with $\mathbb{T}=\bigcup_{n=0}^{\infty}[2 n \pi,(2 n+1) \pi]$ and such that they have either two periodic solutions or exactly one periodic solution. Consider (1.7) with $\omega=2 \pi$. Let $a, b, c$ be $\omega$-periodic with

$$
\begin{gathered}
a(t)=1+\sin (t)+\cos (t)-\cos ^{2}(t) \quad \text { for } \quad 0 \leq t<\pi \quad \text { and } \quad a(\pi)=0 \\
b(t)=1+2 \sin (t) \quad \text { for } \quad 0 \leq t<\pi \quad \text { and } \quad b(\pi)=\frac{1}{1-\pi}
\end{gathered}
$$

$c=-1$. Then, a periodic solution of (1.7) is $x_{0}(t)=\sin (t)$. By letting $y=1 /\left(x-x_{0}\right)$, for any other solution $x$ of (1.7), we find that $y^{\prime}=-1+y$ on $[0, \pi]$ and

$$
\frac{y(2 \pi)-y(\pi)}{\pi}=-(1+\pi b(\pi))+b(\pi) y(\pi)=-\frac{1}{1-\pi}+\frac{1}{1-\pi} y(\pi)
$$

(note that $x_{0}(\pi)=0$ ), and the solution satisfies $y(t)=(y(0)-1) e^{t}-1$ for $0 \leq t \leq \pi$ and

$$
y(2 \pi)=-\frac{\pi}{1-\pi}+\frac{1}{1-\pi}\left[(y(0)-1) e^{\pi}+1\right]=1+\frac{1}{1-\pi}(y(0)-1) e^{\pi},
$$

and this equals $y(0)$ if and only if $y(0)=1$. Thus, the unique $\omega$-periodic solution is $y(t) \equiv 1$. Hence, $x_{1}(t)=1+\sin (t)$ is one last periodic solution of (1.7). Thus, (1.7) has exactly two periodic solutions with $x(0)=\varrho \in\{0,1\}$.

Now, let $a, b, c$ be as before except $b(\pi)=\left(e^{-\pi}-1\right) / \pi$. Again, $x_{0}(t)=\sin (t)$ is an $\omega$-periodic solution of (1.7). By assuming that $x$ is another $\omega$-periodic solution of (1.7) and letting $y=1 /\left(x-x_{0}\right)$, we also find that $y^{\prime}=-1+y$ on $[0, \pi]$ and

$$
\frac{y(2 \pi)-y(\pi)}{\pi}=-(1+\pi b(\pi))+b(\pi) y(\pi)=-e^{-\pi}+\frac{e^{-\pi}-1}{\pi} y(\pi)
$$

(note that $x_{0}(\pi)=0$ ), and the solution satisfies $y(t)=(y(0)-1) e^{t}-1$ for $0 \leq t \leq \pi$. Hence, it can be seen that $y(0) \neq y(2 \pi)$. Thus, (1.7) has exactly one periodic solution with $x(0)=\varrho=0$.

## 4. Abel dynamic equations

This section contains the proofs of the main results of this paper, Theorem 1.2 and item (iii) of Theorem 1.1. We will use the following well-known result about Chebyshev systems, see [15]. See for instance [12] for some examples of Chebyshev systems.

Recall that, given smooth functions $f_{0}, \ldots, f_{n}$ on an open interval $L$, it is said that $\left(f_{0}, \ldots, f_{n}\right)$ is an extended complete Chebyshev system (ECT-system) on $L$ if for all $k=0,2, \ldots, n$, any nontrivial linear combination

$$
\begin{equation*}
\alpha_{0} f_{0}(x)+\ldots+\alpha_{k} f_{k}(x) \tag{4.1}
\end{equation*}
$$

with $\alpha_{j} \in \mathbb{R}$ has at most $k$ isolated zeros on $L$ counting multiplicity. We remark that it is easy to see that given a linear combination of $n+1$ functions, as in (4.1) with $k=n$, there always exist $\alpha_{j}$ such that it has at least $n$ zeros in $L$. When the functions form an ECT-system, we can moreover ensure that these $n$ zeros are simple.

Proposition 4.1. $\left(f_{0}, \ldots, f_{n}\right)$ is an ECT-system on $L$ if and only if for all $k=0,1, \ldots n$, $W\left[f_{0}, \ldots, f_{k}\right](x) \neq 0$ for all $x \in L$, where

$$
W\left[f_{0}, \ldots, f_{k}\right](x):=\operatorname{det}\left(f_{j}^{(i)}(x)\right)_{0 \leq i, j \leq k}
$$

is the Wronskian of $\left(f_{0}, \ldots, f_{k}\right)$ at $x \in L$.
Proof of Theorem 1.2. Consider the change of variables $y=1 / x$ in (1.10). We get

$$
\begin{equation*}
y^{\Delta}=-\frac{x^{\Delta}}{x x^{\sigma}}=-\frac{c x x^{\sigma}+\varepsilon d x^{2} x^{\sigma}}{x x^{\sigma}}=-c-\varepsilon \frac{d}{y}, \quad y(0)=\varrho . \tag{4.2}
\end{equation*}
$$

We can write $y=\alpha+\varepsilon w+\mathrm{O}\left(\varepsilon^{2}\right)$ with $y(0)=\varrho$, that is, $\alpha(0)=\varrho, w(0)=0$, and so

$$
\begin{equation*}
\alpha^{\Delta}+\varepsilon w^{\Delta}+\mathrm{O}\left(\varepsilon^{2}\right)=-c-\varepsilon \frac{d}{\alpha+\varepsilon w+\mathrm{O}\left(\varepsilon^{2}\right)}=-c-\varepsilon \frac{d}{\alpha}+\mathrm{O}\left(\varepsilon^{2}\right) \tag{4.3}
\end{equation*}
$$

It is clear that

$$
\alpha^{\Delta}=-c(t), \quad \alpha(0)=\varrho .
$$

Solving this equation (see the Appendix), we get

$$
\alpha(t)-\varrho=-\int_{0}^{t} c(\tau) \Delta \tau=C(t)
$$

that is, $\alpha(t)=\varrho+C(t)$. Since $C(\omega)=0$ by assumption, for any $\varrho>\bar{C}$, all solutions $\alpha$ are $\omega$-periodic (use [1, Theorem 2.1]). It follows from (4.3) that $w$ satisfies

$$
w^{\Delta}=-\frac{d(t)}{\alpha(t)}=-\frac{d(t)}{\varrho-C(t)}, \quad w(0)=0
$$

Again using the antiderivative, we conclude that

$$
w(t)=w(0)-\int_{0}^{t} \frac{d(\tau)}{\varrho-C(\tau)} \Delta \tau=-\int_{0}^{t} \frac{d(\tau)}{\varrho-C(\tau)} \Delta \tau
$$

Therefore,

$$
y(t)=\varrho+C(t)-\varepsilon \int_{0}^{t} \frac{d(\tau)}{\varrho-C(\tau)} \Delta \tau+\mathrm{O}\left(\varepsilon^{2}\right)
$$

The periodic solutions of (4.2) must satisfy $y(\omega)=\varrho$, that is,

$$
\varrho=\varrho+C(\omega)-\varepsilon \int_{0}^{\omega} \frac{d(\tau)}{\varrho-C(\tau)} \Delta \tau+\mathrm{O}\left(\varepsilon^{2}\right)=\varrho-\varepsilon M(\varrho)+\mathrm{O}\left(\varepsilon^{2}\right)
$$

i.e., $D(\varrho, \varepsilon):=-M(\varrho)+\mathrm{O}(\varepsilon)=0$. It follows from the implicit function theorem applied to $D(\varrho, \varepsilon)=0$ that any simple zero of $M(\varrho), \varrho=\varrho^{*} \neq 0$, gives rise, for $|\varepsilon|$ sufficiently small, to an isolated solution of $D(\varrho, \varepsilon)=0$ that tends to $\varrho^{*}$ when $\varepsilon$ tends to zero. This concludes the proof.
Proof of (a) in item (iii) of Theorem 1.1. In view of Theorem 1.2, we can reduce the proof to consider an Abel differential equation of the form (1.10), that is,

$$
x^{\prime}=c(t) x^{2}+\varepsilon d(t) x^{3},
$$

and then find enough simple nonzero solutions of its Melnikov function $M(\varrho)$ given in (1.11), namely

$$
M(\varrho)=\int_{0}^{\omega} \frac{d(\tau)}{\varrho-C(\tau)} \Delta \tau=\int_{0}^{\omega} \frac{d(\tau)}{\varrho-C(\tau)} \mathrm{d} \tau .
$$

Now, following [11,18], we show that for fixed $k \in \mathbb{N}$, there exist functions $C$ and $d$ such that the above Melnikov function has at least $k$ simple zeros in $(\bar{C}, \infty)$. Take $c(t)=2 \pi \cos (2 \pi t / \omega) / \omega$. Then

$$
C(t)=-\frac{2 \pi}{\omega} \int_{0}^{t} \cos \left(\frac{2 \pi s}{\omega}\right) \mathrm{d} s=\sin \left(\frac{2 \pi t}{\omega}\right) \quad \text { and } \quad \bar{C}=\max _{t \in[0, \omega]} C(t)=1
$$

Take now $z:=1 / \varrho$, which is defined in a neighborhood of zero of the form $(0,1)$, and define $H_{d}(z):=M(\varrho)$ with this choice of $c$, that is,

$$
H_{d}(z)=z \int_{0}^{\omega} \frac{d(s)}{1-z \sin (2 \pi s / \omega)} \mathrm{d} s=z G_{d}(z)
$$

where

$$
G_{d}(z):=\int_{0}^{\omega} \frac{d(s)}{1-z \sin (2 \pi s / \omega)} \mathrm{d} s
$$

Fix $k \in \mathbb{N}$ and an arbitrary polynomial $p(z)$ of degree $k$. We will show that there exists $d(t)$ of the form $d(t)=\sum_{j=0}^{k} \beta_{j} d_{j}(t)$, with $d_{j}(t)=\sin ^{j}(2 \pi t / \omega)$ and $\beta_{j} \in \mathbb{R}$, such that

$$
\begin{equation*}
G_{d}(z)=p(z)+\mathrm{O}\left(z^{k+1}\right) \tag{4.4}
\end{equation*}
$$

Indeed, notice that

$$
G_{d_{j}}(z)=\sum_{\ell=0}^{k} \int_{0}^{\omega} \sin ^{j+\ell}\left(\frac{2 \pi s}{\omega}\right) z^{\ell}+\mathrm{O}\left(z^{k+1}\right)=: \sum_{\ell=0}^{k} c_{j, \ell} z^{\ell}+\mathrm{O}\left(z^{k+1}\right) .
$$

Observe also that if we define the $(k+1) \times(k+1)$ matrix $C=\left(c_{j, \ell}\right)_{0 \leq j, \ell \leq k}$, then $\operatorname{det} C \neq 0$ because it can be associated to the inner product $f \cdot g=\int_{0}^{\omega} f(t) g(t) \mathrm{d} t$, with the basis $\left\langle d_{0}, d_{1}, \ldots, d_{k}\right\rangle$. Then, since $G_{d}$ is linear in $d$, given any polynomial $p(z)$, there exist unique values $\beta_{0}, \ldots, \beta_{k}$ such that its associated $d$ satisfies (4.4). Now the fact that $G_{d}(z)$ has $k$ simple zeros in a small enough neighborhood of the origin follows from Proposition 4.1. This is so, because clearly $\left(1, z, \ldots, z^{k}\right)$ is an ECT-system in $L=\mathbb{R}$, and thus the same holds, but in $L=(0, \varepsilon)$, for $\varepsilon>0$ small enough, for the functions $\left(1, z, \ldots, z^{k}+\mathrm{O}\left(z^{k+1}\right)\right)$ ). Hence, for a suitable choice of $\beta_{j}, j=0, \ldots, k$, the corresponding $G_{d}$ has $k$ simple zeros in $(0, \varepsilon)$.

Proof of (b) in item (iii) of Theorem 1.1. Again, in view of Theorem 1.2, we can reduce its proof to consider an Abel difference equation of the form (1.10), $x^{\Delta}=c x x^{\sigma}+\varepsilon d x^{2} x^{\sigma}$ with $\mathbb{T}=\mathbb{N}_{0}$ and $\omega=k$. We want to find enough simple nonzero solutions of the associated Melnikov function $M(\varrho)$. In this case,

$$
M(\varrho)=\int_{0}^{\omega} \frac{d(\tau)}{\varrho-C(\tau)} \Delta \tau=\sum_{\ell=0}^{k-1} \frac{d_{\ell}}{\varrho-C_{\ell}} .
$$

Consider the set of functions $\mathcal{C}=\left(\left(\varrho-C_{0}\right)^{-1}, \ldots,\left(\varrho-C_{k-1}\right)^{-1}\right)$. It is not difficult to prove that the Wronskians of $\left(\left(\varrho-C_{0}\right)^{-1}, \ldots,\left(\varrho-C_{j}\right)^{-1}\right)$, for $j=0,1, \ldots, k$, do not vanish for $\varrho \in L:=\left(\max _{j=0,1, \ldots, k} C_{j}, \infty\right)$, because these determinants are of Vandermonde type. Hence, by Proposition 4.1, $\mathcal{C}$ is an ECT-system on $L$. and, therefore, there exist $d_{\ell}$, $\ell=0, \ldots, k-1$ such that $M(\varrho)$ has $k-1$ simple zeros in $L$, as we wanted to prove.

## Appendix

In this appendix, we recall the following concepts related to the notion of time scales. For more details of time scale analysis, we refer the reader to the two books by Bohner and Peterson $[2,3]$. A time scale $\mathbb{T}$ is an arbitrary nonempty closed subset of the real numbers $\mathbb{R}$. The cases when $\mathbb{T}=\mathbb{R}, \mathbb{T}=\mathbb{N}_{0}$, and $\mathbb{T}=\mathbb{Z}$ represent the classical theories of differential and difference calculus. In this paper, we consider only $\omega$-periodic time scales, i.e., we assume that $\omega \in \mathbb{R}$ is such that

$$
t \in \mathbb{T} \quad \text { always implies } \quad t+\omega \in \mathbb{T} \text {. }
$$

See $[1,5,6,17,25]$ for results related to periodic time scales. Moreover, in this paper, all considered time scales $\mathbb{T}$ satisfy sup $\mathbb{T}=\infty$, and so we define the forward jump operator $\sigma: \mathbb{T} \rightarrow \mathbb{T}$ by

$$
\sigma(t):=\inf \{s \in \mathbb{T}: s>t\} \quad \text { for all } \quad t \in \mathbb{T}
$$

The graininess $\mu: \mathbb{T} \rightarrow[0, \infty)$ is defined by

$$
\mu(t):=\sigma(t)-t \quad \text { for all } \quad t \in \mathbb{T}
$$

For any function $f: \mathbb{T} \rightarrow \mathbb{R}$, we write $f^{\sigma}$ for $f \circ \sigma$. For $t \in \mathbb{T}$, we define $f^{\Delta}(t)$ to be the number (if it exists) with the property that given any $\varepsilon>0$, there is a neighborhood $U$ of $t$ with

$$
\left|f(\sigma(t))-f(s)-f^{\Delta}(t)(\sigma(t)-s)\right| \leq \varepsilon|\sigma(t)-s| \quad \text { for all } \quad s \in U .
$$

In this case, we say $f^{\Delta}(t)$ is the (delta) derivative of $f$ at $t$. If $f$ is (delta) differentiable at any $t \in \mathbb{T}$, then $f^{\Delta}: \mathbb{T} \rightarrow \mathbb{R}$ is called the delta derivative of $f$. Next, if $F: \mathbb{T} \rightarrow \mathbb{R}$ is an antiderivative of $f$, i.e., $F^{\Delta}=f$, then the Cauchy delta integral of $f$ is defined by

$$
\int_{a}^{t} f(s) \Delta s:=F(t)-F(a)
$$

where $a \in \mathbb{T}$ is fixed. It is known [2, Theorem 1.74] that so-called $r d$-continuous functions always possess antiderivatives. A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is called rd-continuous if it is continuous in right-dense points (i.e., points $t$ in which $\sigma(t)=t$ ) and the left-hand sided limits exist in left-dense points (i.e., points $t$ in which $\rho(t)=t$, where the backward jump operator $\rho: \mathbb{T} \rightarrow \mathbb{T}$ is defined in a fashion corresponding to the forward jump operator $\sigma)$. The set of all rd-continuous functions $f: \mathbb{T} \rightarrow \mathbb{R}$ is abbreviated by $\mathrm{C}_{\mathrm{rd}}=\mathrm{C}_{\mathrm{rd}}(\mathbb{T})=$ $\mathrm{C}_{\mathrm{rd}}(\mathbb{T}, \mathbb{R})$.

Example A.1. Note that if $\mathbb{T}=\mathbb{R}$, then

$$
\sigma(t)=t, \quad \mu(t)=0, \quad f^{\Delta}=f^{\prime}, \quad \text { and } \quad \int_{a}^{b} f(t) \Delta t=\int_{a}^{b} f(t) \mathrm{d} t
$$

for $a, b \in \mathbb{R}$ with $a<b$. If $\mathbb{T}=\mathbb{Z}$ or $\mathbb{T}=\mathbb{N}_{0}$, then

$$
\sigma(t)=t+1, \quad \mu(t)=1, \quad f^{\Delta}=\Delta f, \quad \text { and } \quad \int_{a}^{b} f(t) \Delta t=\sum_{t=a}^{b-1} f(t)
$$

for $a, b \in \mathbb{Z}$ or $a, b \in \mathbb{N}_{0}$ with $a<b$. If $\mathbb{T}=h \mathbb{Z}$ with $h>0$, then

$$
\sigma(t)=t+h, \quad \mu(t)=h, \quad \text { and } \quad \int_{a}^{b} f(t) \Delta t=h \sum_{k=0}^{\frac{b-a-h}{h}} f(a+k h)
$$

for $a, b \in h \mathbb{Z}$.
Now we collect those known time scales results that will be used frequently throughout this paper. First, the simple useful formula [2, Theorem 1.16]

$$
f^{\sigma}=f+\mu f^{\Delta}
$$

holds whenever $f: \mathbb{T} \rightarrow \mathbb{R}$ is differentiable. The product rule and quotient rule $[2$, Theorem 1.20] for the derivative of the product $f g$ and the quotient $f / g$ (with $g(t) \neq 0$ for all $t \in \mathbb{T}$ ) of two differentiable functions $f, g: \mathbb{T} \rightarrow \mathbb{R}$ read

$$
(f g)^{\Delta}=f^{\Delta} g+f^{\sigma} g^{\Delta}=f g^{\Delta}+f^{\Delta} g^{\sigma} \quad \text { and } \quad\left(\frac{f}{g}\right)^{\Delta}=\frac{f^{\Delta} g-f g^{\Delta}}{g g^{\sigma}}
$$

Next, we introduce the time scales exponential function. To this end, let $\mathcal{R}=\mathcal{R}(\mathbb{T})=$ $\mathcal{R}(\mathbb{T}, \mathbb{R})$ be the set of all rd-continuous functions $p: \mathbb{T} \rightarrow \mathbb{R}$ that are regressive, i.e., that satisfy

$$
1+\mu(t) p(t) \neq 0 \quad \text { for all } \quad t \in \mathbb{T}
$$

Theorem A. 2 (See [2, Theorem 2.33]). If $p \in \mathcal{R}$ and $t_{0} \in \mathbb{T}$, then the initial value problem

$$
\begin{equation*}
y^{\Delta}=p(t) y, \quad y\left(t_{0}\right)=1 \tag{A.5}
\end{equation*}
$$

has a unique solution.
Definition A.3. If $p \in \mathcal{R}$ and $t_{0} \in \mathbb{T}$, then the unique solution of (A.5) is called the exponential function on the time scale and is denoted by $e_{p}\left(\cdot, t_{0}\right)$.

Some useful properties of the dynamic exponential function are the following.
Theorem A. 4 (See [2, Theorem 2.36]). If $p \in \mathcal{R}$, then
(1) $e_{0}(t, s)=1$, and $e_{p}(t, t)=1$,
(2) the semigroup property holds: $e_{p}(t, r) e_{p}(r, s)=e_{p}(t, s)$.

Example A.5. In fact, when $\mathbb{T}=\mathbb{R}$ and $\mathbb{T}=\mathbb{Z}$, we have

$$
e_{p}\left(t, t_{0}\right)=e^{\int_{t_{0}}^{t} p(s) \mathrm{d} s} \quad \text { and } \quad e_{p}\left(t, t_{0}\right)=\prod_{s=t_{0}}^{t-1}(1+p(s)),
$$

respectively.
Now the two variation of constants results [2, Theorem 2.74 and Theorem 2.77] that are used in this paper read as follows.

Theorem A. 6 (Variation of Constants). Suppose $p \in \mathcal{R}$ and $f \in \mathrm{C}_{\mathrm{rd}}$. Let $t_{0} \in \mathbb{T}$ and $x_{0} \in \mathbb{R}$. The unique solution of the IVP

$$
x^{\Delta}=p(t) x+f(t), \quad x\left(t_{0}\right)=x_{0}
$$

is given by

$$
x(t)=e_{p}\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} e_{p}(t, \sigma(s)) f(s) \Delta s
$$

The unique solution of the IVP

$$
x^{\Delta}=-p(t) x^{\sigma}+f(t), \quad x\left(t_{0}\right)=x_{0}
$$

is given by

$$
x(t)=e_{\ominus p}\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} e_{\ominus p}(t, s) f(s) \Delta s
$$

provided that we introduce the "circle minus" $\ominus$ by

$$
\ominus p=\frac{-p}{1+\mu p}
$$
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