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#### Abstract

We consider analytic maps and vector fields defined in $\mathbb{R}^{2} \times \mathbb{T}^{d}$, having a $d$-dimensional invariant torus $\mathcal{T}$. The map (resp. vector field) restricted to $\mathcal{T}$ defines a rotation of frequency $\omega$, and its derivative restricted to transversal directions to $\mathcal{T}$ does not diagonalize. In this context, we give conditions on the coefficients of the nonlinear terms of the map (resp. vector field) under which $\mathcal{T}$ possesses stable and unstable invariant manifolds, and we show that such invariant manifolds are analyitic away from the invariant torus. We also provide effective algorithms to compute approximations of parameterizations of the invariant manifolds, and present some applications of the results.
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## 1 Introduction

The study of parabolic invariant manifolds is relevant, apart from the interest that presents itself as a mathematical problem, because this kind of manifolds appears naturally in many problems motivated by physics, chemistry and other sciences.

Parabolic manifolds have been used to prove the existence of oscillatory motions in some well-known problems of Celestial Mechanics as the Sitnikov problem [17, 15] and the circular planar restricted three-body problem $[11,12,14]$ using the transversal intersection of invariant manifolds of parabolic points and symbolic dynamics.

The existence of oscillatory motions in all these instances is strongly related to some invariant objects at infinity that are either fixed points, periodic orbits or invariant tori and to their stable and unstable manifolds. Although these invariant objects are parabolic in the sense that the linearization of the vector field on them has all the eigenvalues equal to zero, they do have stable and unstable
invariant manifolds in a similar way as for hyperbolic invariant objects, that is, the sets of initial conditions of solutions that tend to the invariant object when $t \rightarrow \pm \infty$, for the stable/unstable manifolds, respectively.
Let $\mathbb{T}^{d}=(\mathbb{R} / \mathbb{Z})^{d}$ be the real torus of dimension $d$ and $U \subset \mathbb{R}^{2}$. In this paper, we consider analytic maps $F: U \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ of the form

$$
F(x, y, \theta, \lambda)=\left(\begin{array}{c}
x+c(\theta, \lambda) y+f_{1}(x, y, \theta, \lambda)  \tag{1.1}\\
y+f_{2}(x, y, \theta, \lambda) \\
\theta+\omega+f_{3}(x, y, \theta, \lambda)
\end{array}\right)
$$

where $(x, y) \in U \subset \mathbb{R}^{2}, \theta \in \mathbb{T}^{d}, \omega \in \mathbb{R}^{d}, \lambda \in \Lambda \subset \mathbb{R}^{m}$, with $f_{1}(x, y, \theta, \lambda), f_{2}(x, y, \theta, \lambda)=O\left(\|(x, y)\|^{2}\right)$, and $f_{3}(x, y, \theta, \lambda)=O(\|(x, y)\|)$, and analytic vector fields $X: U \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ of the form

$$
X(x, y, \theta, t, \lambda)=\left(\begin{array}{c}
c(\theta, t, \lambda) y+g_{1}(x, y, \theta, t, \lambda)  \tag{1.2}\\
g_{2}(x, y, \theta, t, \lambda) \\
\omega+g_{3}(x, y, \theta, t, \lambda)
\end{array}\right)
$$

with $g_{1}(x, y, \theta, \lambda), g_{2}(x, y, \theta, \lambda)=O\left(\|(x, y)\|^{2}\right)$, and $g_{3}(x, y, \theta, \lambda)=O(\|(x, y)\|)$, depending quasiperiodically on the time variable $t$.

The set

$$
\mathcal{T}=\left\{(0,0, \theta) \in U \times \mathbb{T}^{d}\right\}
$$

is an invariant torus of $F$ and $X$, that is, for all $\lambda \in \Lambda, F(\mathcal{T}, \lambda) \subset \mathcal{T}$, or in the case of vector fields, for any point $x \in \mathcal{T}, X(x, \lambda)$ is tangent to $\mathcal{T}$ at $x$. We say that $\mathcal{T}$ is a parabolic torus with nilpotent part because the top-left $2 \times 2$ box of the derivative of $F$ (resp. $X$ ) at $(0,0, \theta)$ does not diagonalize.
We study the existence and regularity of $(d+1)$-dimensional invariant manifolds of such maps and vector fields. Concretely, we give sufficient conditions on the coefficients of $F$ and $X$ that guarantee the existence of a stable and an unstable invariant manifold, and we prove that such invariant manifolds are analytic away form $\mathcal{T}$. Moreover, we provide an algorithm to compute an approximation of a parameterization of the invariant manifolds up to any order. The results also provide analytic dependence on parameters.

For the case of maps we use a method similar to the one in [4], where the authors study the existence of invariant manifolds of analytic maps and vector fields defined on $\mathbb{R}^{n} \times \mathbb{T}^{d}$, and where the first $n \times n$ box of the linear part of the maps is equal to the identity. There, applications to the study of the planar $(n+1)$-body problem are provided. Contrary to that paper, here the results for vector fields are presented as a direct study of a functional equation in a suitable Banach space, while in [4] the corresponding results are obtained from the results for maps.
In [19] the authors deal with invariant curves of $C^{\infty}$ planar maps of the form corresponding to the first two components of (1.1) and they obtain the existence of a local stable manifold as the graph of some function $\varphi$ by solving a fixed point equation equivalent to the invariance of the graph of $\varphi$. This equation is solved by applying the Schauder fixed point theorem, and they obtain invariant manifolds of class $C^{[(k+1) / 2]}$, where in our notation such $k$ appears in the reduced form of $F$ given in Section 2.1. In this paper we generalize the results of [19] in several ways. First, we consider both maps and vector fields having a parabolic invariant torus, where the particular case of the maps restricted to the directions transversal to the torus have the form considered in [19]. Also, the maps and vector fields that we consider are analytic, and we provide the existence of analytic invariant manifolds for them, away from the invariant tori. We also provide a result of uniqueness
for the stable manifold for maps. In our approach we use the parameterization method, which allows us to state the existence theorems as a posteriori results, and we provide explicit algorithms to compute an approximation of a parameterization of the invariant manifolds. Moreover, the use of this technique and the Banach fixed point theorem allows to prove the existence results in a more compact way than in [19].

The results of [8] also generalize in some ways the ones of [19]. There, planar maps of class $C^{r}$ having a nilpotent parabolic point are considered, and the existence of $C^{r}$ invariant curves asymptotic to the fixed point is provided. The present paper is indeed a natural generalization of [8] in the analytic case.

The paper is organized as follows. In Section 2.1 we introduce the reduced form of the maps and vector fields we deal with and we present the parameterization method. Next we state the main results concerning the existence of invariant manifolds (Theorems 2.1-2.6) and we present applications to the study of a quasiperiodically forced oscillator and the scattering of He atoms off Cu surfaces in Section 2.3. In Section 3, we provide an algorithm to compute an approximation of a parameterization of the invariant manifolds, both for maps and vector fields. The main results of that section are Theorems 3.2 and 3.6. The rest of the paper is devoted to prove the main results of existence. First, in Section 4 we introduce a functional equation equivalent to the invariance of a parameterized manifold which will be the object of our study. We also introduce suitable function spaces, some operators, and state their properties. Finally, the proofs of the main results are provided in Section 5. In the Appendix we give two postponed proofs and we deal with unstable manifolds.

## 2 Main results and applications

In this section we state the main results of the paper. To simplify the statements we write them for maps and vector fields in their reduced form, introduced below. This requires some preliminary notation. After the statements of the results we provide some applications.

Let $V \subset \mathbb{R}^{n}$ be an open set. We say that a function $h: V \times \mathbb{R} \rightarrow \mathbb{R}^{\ell}, h=h(x, t)$, depends quasiperiodically on $t$ if there exists a vector $\nu=\left(\nu_{1}, \ldots, \nu_{d^{\prime}}\right) \in \mathbb{R}^{d^{\prime}}$ and a function $\check{h}: U \times \mathbb{T}^{d^{\prime}} \rightarrow \mathbb{R}^{\ell}$, called the hull function of $h$, such that

$$
h(x, t)=\check{h}(x, \nu t)
$$

We call $\nu$ the vector of time frequencies of $h$. If $d^{\prime}=1$ then $h$ is a periodic function of $t$.
Given a map $h: V \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{\ell}$, we define the average of $h$ with respect to $\theta \in \mathbb{T}^{d}$ as

$$
\bar{h}(x)=\frac{1}{\operatorname{vol}\left(\mathbb{T}^{d}\right)} \int_{\mathbb{T}^{d}} h(x, \theta) d \theta
$$

and the oscillatory part of $h$ as $\tilde{h}(x, \theta)=h(x, \theta)-\bar{h}(x)$. Sometimes, if a function $h$ does not depend on $\theta$, we will still write $\bar{h}$ to emphasize this fact. If $h$ also depends quasiperiodically on time, we write

$$
\bar{h}(x)=\frac{1}{\operatorname{vol}\left(\mathbb{T}^{d} \times \mathbb{T}^{d^{\prime}}\right)} \int_{\mathbb{T}^{d} \times \mathbb{T}^{d^{\prime}}} \check{h}\left(x, \theta, \theta^{\prime}\right) d \theta d \theta^{\prime}
$$

If $t$ denotes the time variable, then given two functions $g(x, t)$ and $h(x, t)$ the composition $f=h \circ g$ will mean

$$
f(x, t)=h(g(x, t), t)
$$

We will deal with functions depending on a paramater $\lambda \in \Lambda \subset \mathbb{R}^{m}$. The previous definitions and notation extend naturally to such functions.

### 2.1 Reduced form of the maps and vector fields

Along this paper we consider analytic maps of the form (1.1) and analytic vector fields of the form (1.2). Performing the analytic change of variables given by $\tilde{x}=x, \tilde{y}=y+\frac{1}{c(\theta, \lambda)} f_{1}(x, y, \theta, \lambda), \tilde{\theta}=\theta$, the nonlinear terms of the first components of (1.1) and (1.2) are removed, and there remain only the linear terms. Performing also the change $y \mapsto-y$ if necessary, (1.1) and (1.2) can be written respectively as

$$
F(x, y, \theta, \lambda)=\left(\begin{array}{c}
x+c(\theta, \lambda) y  \tag{2.1}\\
y+a_{k}(\theta, \lambda) x^{k}+A(x, y, \theta, \lambda) \\
\theta+\omega+d_{p}(\theta, \lambda) x^{p}+B(x, y, \theta, \lambda)
\end{array}\right)
$$

and

$$
X(x, y, \theta, t, \lambda)=\left(\begin{array}{c}
c(\theta, t, \lambda) y  \tag{2.2}\\
a_{k}(\theta, t, \lambda) x^{k}+A(x, y, \theta, t, \lambda) \\
\omega+d_{p}(\theta, t, \lambda) x^{p}+B(x, y, \theta, t, \lambda)
\end{array}\right)
$$

with $(x, y, \theta, \lambda) \in U \times \mathbb{T}^{d} \times \Lambda$ and $\bar{c}>0$, for some $k \geq 2, p \geq 1$. We assume that

$$
\begin{align*}
& A(x, y, \theta, t, \lambda)=y O\left(\|(x, y)\|^{k-1}\right)+O\left(\|(x, y)\|^{k+1}\right), \\
& B(x, y, \theta, t, \lambda)=y O\left(\|(x, y)\|^{p-1}\right)+O\left(\|(x, y)\|^{p+1}\right), \tag{2.3}
\end{align*}
$$

without the time dependence in the case of maps. We also assume that the vector field $X$ given in (2.2) depends quasiperiodically on $t$, being $\nu \in \mathbb{R}^{d^{\prime}}$ the vector of time frequencies.

From now on, we will refer to (2.1) and (2.2) as the reduced form of (1.1) and (1.2), respectively, and we will also denote them by $F$ and $X$. When using those reduced forms, we will refer not only to the form of the map and the vector field (2.1) and (2.2) but also to the conditions (2.3).

For the sake of simplicity we will only consider the cases of $F$ and $X$ with $\bar{a}_{k}(\lambda), \bar{d}_{p}(\lambda) \neq 0$, which include the generic ones. Other more degenerate cases may be treated with the same techniques. In Theorem 2.8 we consider a case with $\bar{a}_{k}(\lambda)=0$ to be able to deal with an application to the scattering of He atoms off Cu surfaces.

Along the paper we will sometimes omit the dependence of the functions we work with on the parameter $\lambda$ when there is no danger of confusion. Concretely, we present the statements, setting and function spaces with detail but we skip the dependence on parameters in the lemmas and proofs.

To prove the results we use the parameterization method for invariant manifolds (see [5], [6], [13]). It consists in looking for the invariant manifolds of $F$ or $X$ as images of parameterizations together with a representation of the dynamics of $F$ or $X$ restricted to the invariant manifolds.
In the maps setting, we look for a pair of functions, $K(u, \theta, \lambda):[0, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ and $R(u, \theta, \lambda):[0, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$ satisfying the invariance equation

$$
\begin{equation*}
F(K(u, \theta, \lambda), \lambda)=K(R(u, \theta, \lambda), \lambda) \tag{2.4}
\end{equation*}
$$

This equation establishes that the range of $K$ is contained in the domain of $F$. It is a functional equation that has to be adapted to the setting of the problem at hand. It follows immediately from
(2.4) that the range of $K$ is invariant. Actually, $K$ is a (semi)conjugation of the map $F$ restricted to the range of $K$ to $R$. Then, one has to solve equation (2.4) in a suitable space of functions. Usually it is convenient to have good approximations of $K$ and $R$ and look for a small correction of $K$, in some sense, while maintaining $R$ fixed.
Assuming differentiability and taking derivatives in (2.4) we get $D F \circ K \cdot D K=D K \circ R$. $D R$ which says that the range of $D K$ has to be invariant by $D F$. Therefore, in our setting we look for $K=\left(K^{x}, K^{y}\right)$ and $R$ such that $K(0, \theta, \lambda)=(0,0, \theta), R(0, \theta, \lambda)=(0, \theta+\omega)$, and $\partial_{u} K^{y}(u, \theta, \lambda) / \partial_{u} K^{x}(u, \theta, \lambda) \rightarrow 0$ as $u \rightarrow 0$.

The existence of $K$ provides the existence of an invariant manifold, stable or unstable depending on whether 0 is an attractor or a repellor for $R$.

In the vector fields setting, to find an invariant manifold of $X$ following the parameterization method, we look for a map $K$ and a vector field $Y$ satisfying

$$
\begin{equation*}
X \circ K=D K \cdot Y \tag{2.5}
\end{equation*}
$$

This equation expresses that on the range of $K$, the vector field $X$ is tangent to the range of $K$, and therefore, the image of $K$ is invariant under the flow of $X$. Moreover, the vector field $Y$ is a representation of $X$ restricted to the image of $K$.
When $X$ is nonautonomous one needs a time-dependent version of equation (2.5). Adding the equation $\dot{t}=1$ to the system $\dot{z}=X(z, t), z \in U \times \mathbb{T}^{d}$, and applying (2.5) to the new vector field we arrive at the equation

$$
\begin{equation*}
X(K(u, \theta, t, \lambda), t, \lambda)-\partial_{(u, \theta)} K(u, \theta, t, \lambda) \cdot Y(u, \theta, t, \lambda)-\partial_{t} K(u, \theta, t, \lambda)=0 \tag{2.6}
\end{equation*}
$$

for $K$ and $Y$ also depending on $t$. Concretely, look for a map $K(u, \theta, t, \lambda)$ and a vector field $Y(u, \theta, t, \lambda)$ satisfying (2.6).
Then equation (2.6) expresses that on the range of $K$, the vector field $(X, 1)$ is tangent to the range of $K$, and therefore, the image of $K$ is invariant under the flow of $(X, 1)$. Moreover, we look for $K$ and $Y$ satisfying $K(0, \theta, t, \lambda)=(0,0, \theta) \in \mathbb{R}^{2} \times \mathbb{T}^{d}, Y(0, \theta, t, \lambda)=(0, \omega) \in \mathbb{R} \times \mathbb{T}^{d}$ and $\partial_{u} K^{y} / \partial_{u} K^{x} \rightarrow 0$ as $u \rightarrow 0$.

It is known that in the parabolic case, in general, there is a loss of regularity of the invariant manifolds around the invariant torus with respect to the regularity of the map or the vector field $([2,3,9])$. Then we cannot assume a priori a Taylor expansion with respect to $u$ of high degree of the manifolds at $u=0$. However, we can obtain formal approximations, $\mathcal{K}_{n}, \mathcal{R}_{n}$ and $\mathcal{Y}_{n}$ of $K$, $R$ and $Y$, satisfying the equations (2.4) and (2.6) up to any order. In our results we will show that these expressions are indeed approximations of true invariant manifolds, whose existence is rigorously established.

### 2.2 Main results

In this section we state the results on existence of analytic stable invariant manifolds for maps and vector fields of the form (2.1) and (2.2), respectively, asymptotic to the invariant torus $\mathcal{T}$. For both cases we also state an a posteriori result, which provides the existence of a stable invariant manifold assuming it has been previously approximated but the statement is independent of the way such an approximation has been obtained. In the Appendix at the end of the paper we show that completely analogous results for the unstable manifolds also hold true.

Theorem 2.1 (Invariant manifolds of maps). Let $F: U \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ be an analytic map of the form (2.1). Assume that $2 p>k-1, \bar{a}_{k}(\lambda)>0$ for $\lambda \in \Lambda$, and that $\omega$ is Diophantine. Then, there exists $\rho>0$ and a $C^{1}$ map $K:[0, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, analytic in $(0, \rho) \times \mathbb{T}^{d} \times \Lambda$, of the form

$$
K(u, \theta, \lambda)=\left(u^{2}, \bar{K}_{k+1}^{y}(\lambda) u^{k+1}, \theta+\bar{K}_{2 p-k+1}^{\theta}(\lambda) u^{2 p-k+1}\right)+\left(O\left(u^{3}\right), O\left(u^{k+2}\right), O\left(u^{2 p-k+2}\right)\right),
$$

and a polynomial map $R$ of the form

$$
R(u, \theta, \lambda)=\left(u+\bar{R}_{k}^{x}(\lambda) u^{k}+\bar{R}_{2 k-1}^{x}(\lambda) u^{2 k-1}, \theta+\omega\right),
$$

with $\bar{R}_{k}^{x}(\lambda)<0$, such that

$$
F(K(u, \theta, \lambda), \lambda)=K(R(u, \theta, \lambda), \lambda), \quad(u, \theta, \lambda) \in[0, \rho) \times \mathbb{T}^{d} \times \Lambda .
$$

Moreover, we have

$$
\bar{K}_{k+1}^{y}(\lambda)=-\sqrt{\frac{2 \bar{a}_{k}(\lambda)}{\bar{c}(\lambda)(k+1)}}, \quad \bar{K}_{2 p-k+1}^{\theta}(\lambda)=-\frac{\bar{d}_{p}(\lambda)}{2 p-k+1} \sqrt{\frac{2(k+1)}{\bar{c}(\lambda) \bar{a}_{k}}}, \quad \bar{R}_{k}^{x}(\lambda)=-\sqrt{\frac{\bar{c}(\lambda) \bar{a}_{k}(\lambda)}{2(k+1)}} .
$$

Remark 2.2. The statement of Theorem 2.1 provides a local stable manifold parameterized by $K:[0, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ with $\rho$ small. The proof does not give an explicit estimate for the value of $\rho$, however, one can extend the domain of $K$ by using the formula

$$
K(u, \theta, \lambda)=F^{-j} K\left(R^{j}(u, \theta, \lambda)\right), \quad j \geq 1,
$$

while the iterates of the inverse map $F^{-1}$ exist.
Theorem 2.3 (A posteriori result for maps). Let $F: U \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ be an analytic map of the form (2.1) with $2 p>k-1$, and let $\widehat{K}:(-\rho, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ and $\widehat{R}=(-\rho, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$ be analytic maps of the form

$$
\widehat{K}(u, \theta, \lambda)=\left(u^{2}, \bar{K}_{k+1}^{y}(\lambda) u^{k+1}, \theta+\bar{K}_{2 p-k+1}^{\theta}(\lambda) u^{2 p-k+1}\right)+\left(O\left(u^{3}\right), O\left(u^{k+2}\right), O\left(u^{2 p-k+2}\right)\right),
$$

and

$$
\widehat{R}(u, \theta, \lambda)=\left(u+\bar{R}_{k}^{x}(\lambda) u^{k}+O\left(u^{k+1}\right), \theta+\omega\right),
$$

with $\bar{R}_{k}^{x}(\lambda)<0$, satisfying

$$
F(\widehat{K}(u, \theta, \lambda), \lambda)-\widehat{K}(\widehat{R}(u, \theta, \lambda), \lambda)=\left(O\left(u^{n+k}\right), O\left(u^{n+2 k-1}\right), O\left(u^{n+2 p-1}\right)\right),
$$

for some $n \geq 2$.
Then, there exists a $C^{1}$ map $K:[0, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, analytic in $(0, \rho) \times \mathbb{T}^{d} \times \Lambda$, and an analytic map $R:(-\rho, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$ such that

$$
F(K(u, \theta, \lambda), \lambda)=K(R(u, \theta, \lambda), \lambda), \quad(u, \theta) \in[0, \rho) \times \mathbb{T}^{d}
$$

and

$$
\begin{aligned}
& K(u, \theta, \lambda)-\widehat{K}(u, \theta, \lambda)=\left(O\left(u^{n+1}\right), O\left(u^{n+k}\right),\right. \\
&\left.O\left(u^{n+2 p-k}\right)\right), \\
& R(u, \theta, \lambda)-\widehat{R}(u, \theta, \lambda)= \begin{cases}\left(O\left(u^{2 k-1}\right), 0\right) & \text { if } n \leq k, \\
(0,0) & \text { if } n>k .\end{cases}
\end{aligned}
$$

We also have a uniqueness result for the invariant manifolds obtained in the previous theorems.

Theorem 2.4. Under the hypotheses of Theorems 2.1 and 2.3 the stable manifold is unique.
The proof is deferred to the Appendix.
Theorem 2.5 (Invariant manifolds of vector fields). Let $X$ be an analytic vector field of the form (2.2) and let $\nu \in \mathbb{R}^{d^{\prime}}$ be the time frequencies of $X$. Assume that $2 p>k-1$. Assume also that $(\omega, \nu)$ is Diophantine and that $\bar{a}_{k}(\lambda)>0$ for $\lambda \in \Lambda$.
Then, there exists $\rho>0$ and a $C^{1}$ map $K:[0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, analytic in $(0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda$, of the form

$$
K(u, \theta, t, \lambda)=\left(u^{2}, \bar{K}_{k+1}^{y}(\lambda) u^{k+1}, \theta+\bar{K}_{2 p-k+1}^{\theta}(\lambda) u^{2 p-k+1}\right)+\left(O\left(u^{3}\right), O\left(u^{k+2}\right), O\left(u^{2 p-k+2}\right)\right),
$$

depending quasiperiodically on $t$ with the same frequencies as $X$, and a polynomial vector field $Y$ of the form

$$
Y(u, \theta, t, \lambda)=Y(u, \lambda)=\left(\bar{Y}_{k}^{x}(\lambda) u^{k}+\bar{Y}_{2 k-1}^{x}(\lambda) u^{2 k-1}, \omega\right),
$$

with $\bar{Y}_{k}^{x}(\lambda)<0$, such that

$$
\begin{aligned}
X(K(u, \theta, t, \lambda), t, \lambda)-\partial_{(u, \theta)} K(u, \theta, t, \lambda) \cdot Y(u, \theta, t, \lambda)-\partial_{t} K(u, \theta, t, \lambda) & =0 \\
(u, \theta, t, \lambda) & \in[0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda .
\end{aligned}
$$

Moreover, we have

$$
\bar{K}_{k+1}^{y}(\lambda)=-\sqrt{\frac{2 \bar{a}_{k}(\lambda)}{\bar{c}(\lambda)(k+1)}}, \quad \bar{K}_{2 p-k+1}^{\theta}(\lambda)=-\frac{\bar{d}_{p}(\lambda)}{2 p-k+1} \sqrt{\frac{2(k+1)}{\bar{c}(\lambda) \bar{a}_{k}}}, \quad \bar{Y}_{k}^{x}(\lambda)=-\sqrt{\frac{\bar{c}(\lambda) \bar{a}_{k}(\lambda)}{2(k+1)}} .
$$

Theorem 2.6 (A posteriori result for vector fields). Let $X$ be an analytic vector field of the form (2.2) and let $\nu \in \mathbb{R}^{d^{\prime}}$ be the time frequencies of $X$. Let $\widehat{K}:(-\rho, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ and $\widehat{Y}=(-\rho, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$ be an analytic map and an analytic vector field, respectively, of the form

$$
K(u, \theta, t, \lambda)=\left(u^{2}, \bar{K}_{k+1}^{y}(\lambda) u^{k+1}, \theta+\bar{K}_{2 p-k+1}^{\theta}(\lambda) u^{2 p-k+1}\right)+\left(O\left(u^{3}\right), O\left(u^{k+2}\right), O\left(u^{2 p-k+2}\right)\right),
$$

and

$$
Y(u, \theta, t, \lambda)=\left(\bar{Y}_{k}^{x}(\lambda) u^{k}+O\left(u^{k+1}\right), \omega\right),
$$

with $\bar{Y}_{k}^{x}(\lambda)<0$, depending quasiperiodically on $t$ with the same frequencies as $X$, satisfying

$$
\begin{aligned}
X(\widehat{K}(u, \theta, t, \lambda), t, \lambda)-\partial_{(u, \theta)} \widehat{K}(u, \theta, t, \lambda) \cdot \widehat{Y}(u, \theta, t, \lambda) & -\partial_{t} \widehat{K}(u, \theta, t, \lambda) \\
& =\left(O\left(u^{n+k}\right), O\left(u^{n+2 k-1}\right), O\left(u^{n+2 p-1}\right)\right),
\end{aligned}
$$

for some $n \geq 2$.
Then, there exists a $C^{1}$ map $K:[0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, analytic in $(0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda$, and an analytic vector field $Y:(-\rho, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$ such that

$$
\begin{aligned}
& X(K(u, \theta, t, \lambda), t, \lambda)-\partial_{(u, \theta)} K(u, \theta, t, \lambda) \cdot Y(u, \theta, t, \lambda)-\partial_{t} K(u, \theta, t, \lambda)=0 \\
&(u, \theta, t, \lambda) \in[0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda,
\end{aligned}
$$

and

$$
\begin{aligned}
K(u, \theta, t, \lambda)-\widehat{K}(u, \theta, t, \lambda) & =\left(O\left(u^{n+1}\right), O\left(u^{n+k}\right), O\left(u^{n+2 p-k}\right)\right), \\
Y(u, \theta, t, \lambda)-\widehat{Y}(u, \theta, t, \lambda) & = \begin{cases}\left(O\left(u^{2 k-1}\right), 0\right) & \text { if } n \leq k, \\
(0,0) & \text { if } n>k .\end{cases}
\end{aligned}
$$

Remark 2.7. The first component of the map $R$ and the vector field $Y$ (corresponding to the directions normal to the invariant torus) given in Theorems 2.1 and 2.5 is the normal form of the dynamics of a one-dimensional system in a neighborhood of a parabolic point ( $[7,18]$ ). In the second component, $R$ and $Y$ define a rigid rotation of frequency $\omega$.

Finally, the following result is a particular case of a slightly modified version of Theorem 2.5. It will be used later on in Section 2.3 applied to the study of the scattering of helium atoms off copper surfaces. The proof, which is completely analogous to the one of Theorem 2.5, is sketched in Appendix 6.2.

Theorem 2.8. Let $X$ be an analytic vector field of the form

$$
X(x, y, \theta)=\left(\begin{array}{c}
c(\theta) y \\
b(\theta) x y+O\left(y^{2}\right) \\
\omega+d(\theta) y+O\left(\|(x, y)\|^{2}\right)
\end{array}\right)
$$

with $(x, y) \in \mathbb{R}^{2}, \theta \in \mathbb{T}^{d}, \omega \in \mathbb{R}^{d}$. Assume that $\bar{c}>0, \bar{b} \neq 0$ and $\bar{d} \neq 0$. Assume also that $\omega$ is Diophantine.
Then, there exists $\rho>0$ and a $C^{1}$ map $K:[0, \rho) \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, analytic in $(0, \rho) \times \mathbb{T}^{d}$, of the form

$$
K(u, \theta)=\left(u, \bar{K}_{2}^{y} u^{2}, \theta+\bar{K}_{1}^{\theta} u\right)+\left(O\left(u^{2}\right), O\left(u^{3}\right), O\left(u^{2}\right)\right),
$$

and a polynomial vector field $Y$ of the form

$$
Y(u, \theta)=Y(u)=\left(\bar{Y}_{2}^{x} u^{2}+\bar{Y}_{3}^{x} u^{3}, \omega\right),
$$

with $\bar{Y}_{2}^{x}<0$, such that

$$
X(K(u, \theta))-D K(u, \theta) \cdot Y(u, \theta)=0, \quad(u, \theta) \in[0, \rho) \times \mathbb{T}^{d}
$$

Moreover, we have

$$
\begin{equation*}
\bar{K}_{2}^{y}=\frac{b}{2 c}, \quad \bar{K}_{2 p-k+1}^{\theta}=\frac{2 d}{c}, \quad \bar{Y}_{2}^{x}=\frac{b}{2} . \tag{2.7}
\end{equation*}
$$

### 2.3 Applications

In this section we present two applications of the previous results. The first one is a simple illustrative example, and the second one is related to a problem from chemistry.

### 2.3.1 A quasiperiodically forced oscillator

Consider a particle of mass 1 moving along a straight line under the action of a potential $V(x)$, with $V(x)=c x^{2 n}, c>0, n \in \mathbb{N}$. When $n=1$, the system is a harmonic oscillator. The corresponding equation of motion is

$$
\ddot{x}=-V^{\prime}(x)=-2 n c x^{2 n-1} .
$$

Denoting $y=\dot{x}$ the velocity of the particle, the equations of motion are

$$
\begin{align*}
& \dot{x}=y \\
& \dot{y}=-2 n c x^{2 n-1} . \tag{2.8}
\end{align*}
$$

System (2.8) has the first integral $H(x, y)=\frac{1}{2} y^{2}+c x^{2 n}$, and hence, the phase space is foliated by periodic orbits around the origin, corresponding to the closed curves $\frac{1}{2} y^{2}+c x^{2 n}=h$, for energy levels $h>0$.

We show next that perturbing that oscillator with a suitable external force one can break the center character of the origin of the system and introduce a parabolic stable invariant manifold. Assume that the particle moving under the action of the potential $V(x)$ is also submitted to an external analytic force, $F$ that may depend on the position $x$, the velocity $\dot{x}$ and the time $t$.
Now the equations of motion become

$$
\begin{align*}
& \dot{x}=y, \\
& \dot{y}=-2 n c x^{2 n-1}+F(x, y, t) . \tag{2.9}
\end{align*}
$$

System (2.9) is a particular case of system (2.2) without its third component. Moreover, if the analytic function $f(x, y, t)=-2 n c x^{2 n-1}+F(x, y, t)$ satisfies the hypotheses $(2.3)$ and the dependence on $t$ is Diophantine with frequencies $\nu \in \mathbb{R}^{d}$, then system (2.9) satisfies the hypotheses of Theorem 2.5 .

As a concrete example, take $n=2$ and $F(x, y, t)=\alpha x^{2} g(t)$, with $\alpha>0$ and $g$ a quasiperiodic function of $t$ with frequency $\nu \in \mathbb{R}^{d}, \nu$ Diophantine, and $\bar{g}>0$. This system is modeled by

$$
\begin{align*}
& \dot{x}=y, \\
& \dot{y}=-4 c x^{3}+\alpha x^{2} g(t) . \tag{2.10}
\end{align*}
$$

By Theorem 2.5 there are solutions of system (2.10) asymptotic to $(0,0)$, analytic away from $(0,0)$, contained in the stable manifold of the origin. Moreover, one can apply Proposition 3.6 (see Section 3) to obtain the coefficients of an approximation of a parameterization of such stable manifold.

To look for an unstable manifold of system (2.10) we consider the vector field obtained after changing the sign of the time, $t \mapsto-t$, in (2.10). The stable manifold of the transformed system, namely

$$
\begin{align*}
& \dot{x}=-y, \\
& \dot{y}=4 c x^{3}-\alpha x^{2} g(-t), \tag{2.11}
\end{align*}
$$

will be unstable manifold of system (2.10). Performing the change of variables $y \mapsto-y$ to system (2.11) we can apply again Theorem 2.5 to obtain the existence of an analytic stable manifold. Finally, undoing the changes of variables we have that, system (2.10) has a stable manifold in the lower right plane and an unstable manifold in the upper right plane, both of them analytic away from the origin. We have then that for every $\alpha>0$, an external force of the form $\alpha x^{2} g(t)$ with the conditions stated before breaks the oscillatory behavior of the system and induces solutions that brings the particle to the origin and others out of the it.

### 2.3.2 Scattering of He atoms off Cu corrugated surfaces

In the paper[10], the authors study the phase-space structure of a differential equation modelling the scattering of helium atoms off copper corrugated surfaces. Concretely, elastic collisions of ${ }^{4} \mathrm{He}$ atoms with corrugated Cu surfaces are considered, in particular those made of $\mathrm{Cu}(110)$ and $\mathrm{Cu}(117)$. The system, which can be adequately treated at the classical level, can be modeled by the following two degrees of freedom Hamiltonian describing the motion of a ${ }^{4} \mathrm{He}$ atom,

$$
\begin{equation*}
H\left(x, z, p_{x}, p_{z}\right)=\frac{p_{x}^{2}+p_{z}^{2}}{2 m}+V(x, z) \tag{2.12}
\end{equation*}
$$

where $x$ is the coordinate parallel to the copper surface and $z$ is the coordinate perpendicular to it, $p_{x}$ and $p_{z}$ are the respective momenta, and $m$ is the mass of the atom. The potential energy $V(x, z)$ is given by

$$
V(x, z)=V_{M}(z)+V_{C}(x, z),
$$

where $V_{M}(z)=D\left(1-e^{-\alpha z}\right)^{2}$ is the Morse potential and $V_{C}(x, z)=D e^{-2 \alpha z} g(x)$ is the coupling potential, with $D=6.35 \mathrm{meV}, \alpha=1.05 \AA^{-1}$, and $g(x)$ is a periodic function. Thus the variable $x$ can be thought as an angle. For more information on the coefficients of the Morse and coupling potentials, see Table 1 of [10].

The equations of motion derived from the Hamiltonian function (2.12) are

$$
\begin{equation*}
\dot{x}=\frac{p_{x}}{m}, \quad \dot{z}=\frac{p_{z}}{m}, \quad \dot{p}_{x}=-D e^{-2 \alpha z} g^{\prime}(x), \quad \dot{p}_{z}=-2 D \alpha e^{-\alpha z}+2 D \alpha e^{-2 \alpha z}(1+g(x)) . \tag{2.13}
\end{equation*}
$$

This system has a periodic orbir at infinity (see below for the precise meaning).
We will use the results presented in Section 2.2 to show that the parabolic periodic orbit at infinity has stable and unstable invariant manifolds. This means that for certain initial conditions the helium atom goes away spiraling asymptotically to a periodic orbit, and also, for other initial conditions with position far away, the atom comes asymptotically from the periodic orbit.
Since (2.13) is a Hamiltonian system, the energy $H$ is conserved, and thus each solution of the system is contained in a level set $H\left(x, z, p_{x}, p_{z}\right)=h$. Therefore we can reduce system (2.13) to a three dimensional system restricting it to an energy level, $H\left(x, z, p_{x}, p_{z}\right)=h$, removing the equation for $\dot{p}_{x}$. The obtained system reads

$$
\begin{aligned}
\dot{x} & =\frac{1}{m}\left(2 m\left(h-D\left(1-e^{-\alpha z}\right)^{2}-D e^{-2 \alpha z} g(x)\right)-p_{z}^{2}\right)^{1 / 2}, \\
\dot{z} & =\frac{p_{z}}{m}, \\
\dot{p}_{z} & =-2 D \alpha e^{-\alpha z}+2 D \alpha e^{-2 \alpha z}(1+g(x)) .
\end{aligned}
$$

Next, to study the motion for very big values of $z$ we perform the McGehee-like change of variables given by $y=-e^{-\alpha z}$. Now the set $y=0$ corresponds to infinit distance from the copper surface. To adapt the notation to the one of Section 2.2, we write $\theta=x$ and $p=p_{z}$. We get

$$
\begin{align*}
& \dot{p}=2 D \alpha y+2 D \alpha y^{2}(1+g(\theta)), \\
& \dot{y}=-\frac{\alpha}{m} p y,  \tag{2.14}\\
& \dot{\theta}=\frac{1}{m}\left(2 m\left(h-D(1-y)^{2}-D y^{2} g(\theta)\right)-p^{2}\right)^{1 / 2},
\end{align*}
$$

with $y \leq 0, p \in \mathbb{R}$ and $\theta \in \mathbb{T}$
The set $\{p=y=0\}$ is invariant for (2.14), and corresponds to a periodic orbit at the infinity of system (2.13). For system (2.14) we have the following result.

Theorem 2.9. Let $X$ be the vector field associated to system (2.14), and assume that $h>D$. Then, the set $\gamma=\{p=y=0\}$ is a periodic orbit and it has stable and unstable invariant manifolds. Concretely, there exist $\rho>0$ and two $C^{1}$ maps, $K^{-}, K^{+}:[0, \rho) \times \mathbb{T} \rightarrow \mathbb{R}^{2} \times \mathbb{T}$, analytic on $(0, \rho) \times \mathbb{T}$, and two analytic vector fields, $Y^{-}, Y^{+}:[0, \rho) \times \mathbb{T} \rightarrow \mathbb{R} \times \mathbb{T}$ of the form

$$
K^{-}(u, \theta)=\left(\begin{array}{c}
u+O\left(u^{2}\right)  \tag{2.15}\\
K_{2}^{y} u^{2}+O\left(u^{3}\right) \\
K_{1}^{\theta} u+O\left(u^{2}\right)
\end{array}\right), \quad Y^{-}(u, \theta)=\binom{-Y_{2} u^{2}+Y_{3} u^{3}}{\omega},
$$

corresponding to the stable manifold, and

$$
K^{+}(u, \theta)=\left(\begin{array}{c}
u+O\left(u^{2}\right)  \tag{2.16}\\
-K_{2}^{y} u^{2}+O\left(u^{3}\right) \\
K_{1}^{\theta} u+O\left(u^{2}\right)
\end{array}\right), \quad Y^{+}(u, \theta)=\binom{Y_{2} u^{2}+\widehat{Y}_{3} u^{3}}{\omega}
$$

corresponding to the unstable manifold, with

$$
\begin{equation*}
K_{2}^{y}=-\frac{1}{4 m D}, \quad K_{1}^{\theta}=-\frac{1}{\alpha \sqrt{2 m(h-D)}}, \quad Y_{2}=\frac{\alpha}{2 m}, \quad \omega=\sqrt{\frac{2(h-D)}{m}} \tag{2.17}
\end{equation*}
$$

such that

$$
X \circ K^{-}(u, \theta)=D K^{-} \cdot Y^{-}(u, \theta) \quad \text { and } \quad X \circ K^{+}(u, \theta)=D K^{+} \cdot Y^{+}(u, \theta), \quad(u, \theta) \in[0, \rho) \times \mathbb{T} .
$$

Proof. We do the following analytic change of variables to system (2.14),

$$
\begin{equation*}
\tilde{p}=p, \quad \tilde{y}=y+(1+g(\theta)) y^{2}, \quad \tilde{\theta}=\theta, \tag{2.18}
\end{equation*}
$$

and we expand the right hand side of the third equation in Taylor series around $(p, y)=(0,0)$, so that the new system reads, writing the new variables without tilde,

$$
\begin{equation*}
\dot{p}=2 D \alpha y, \quad \dot{y}=-\frac{\alpha}{m} p y+O\left(y^{2}\right), \quad \dot{\theta}=\omega-d_{1} y+O\left(\|(p, y)\|^{2}\right), \tag{2.19}
\end{equation*}
$$

with $d_{1}=\frac{D}{\sqrt{2 m(h-D)}}$.
It is clear that system (2.19) has a periodic orbit, $\gamma$, at $p=y=0$ parameterized by $\gamma(t)=(0,0, \omega t)$. Moreover, such system satisfies the hypotheses of Theorem 2.8 with $d^{\prime}=0, c(\theta, \lambda)=2 D \alpha, b(\theta, \lambda)=$ $-\frac{\alpha}{m}$, and $d(\theta, \lambda)=-d_{1}$.

Then, the stated results are a direct consequence of Theorem 2.8, which provides the existence of an analytic stable invariant manifold of system (2.19) and the expressions given in (2.15) and (2.17).
Undoing the change of variables (2.18) we obtain the parameterizations, $K^{-}$and $Y^{-}$, of the stable manifold of $\gamma$ for the original system and the restricted dynamics on it, whose lower order coefficients are the ones in (2.17).

The existence of the unstable manifold is obtained through the application of Theorem 2.8 to the system obtained doing the change $t \mapsto-t$ to (2.19). Also, performing the change $p \mapsto-p$, we obtain

$$
\begin{equation*}
\dot{p}=2 D \alpha y, \quad \dot{y}=-\frac{\alpha}{m} p y+O\left(y^{2}\right), \quad \dot{\theta}=-\omega+d_{1} y+O\left(\|(p, y)\|^{2}\right) . \tag{2.20}
\end{equation*}
$$

Then we can apply again Theorem 2.8 to system (2.20), which provides an analytic stable invariant manifold, $\widetilde{K}^{+}$, asymptotic to $\gamma=\{p=y=0\}$, and an expression for the restricted dynamics, $\widetilde{Y}^{+}$, parameterized by

$$
\widetilde{K}^{+}(u, \theta)=\left(\begin{array}{c}
u+O\left(u^{2}\right) \\
K_{2}^{y} u^{2}+O\left(u^{3}\right) \\
-K_{1}^{\theta} u+O\left(u^{2}\right)
\end{array}\right), \quad \widetilde{Y}^{+}(u, \theta)=\binom{-Y_{2} u^{2}+\widetilde{Y}_{3} u^{3}}{-\omega}
$$

Finally, going back to the original variables we get the parameterizations of the unstable manifold of $\gamma$ and the restricted dynamics on it, namely $K^{+}$and $Y^{+}$, given in (2.16).

## 3 Formal approximation of parameterizations of the manifolds

In this section we provide an algorithm to compute an approximation of a parameterization of the invariant manifolds of a map of the form (2.1) and a vector field of the form (2.2).
From now on, the superindices $x, y$ and $\theta$ on the symbol of a function or an operator with values in $\mathbb{R}^{2} \times \mathbb{T}^{d}$ denote the respective components of the function or the operator. In the next sections we also use the superindices $u, \theta$ and $t$, respectively, for functions or operators that take values in $\mathbb{C} \times \mathbb{T}_{\sigma}^{d} \times \mathbb{T}_{\sigma}^{d^{\prime}}$.

### 3.1 The case of maps

First, we recall a basic result concerning Diophantine vectors and the small divisors equation.
Let

$$
\mathbb{T}_{\sigma}^{d}=\left\{\theta=\left(\theta_{1}, \cdots, \theta_{d}\right) \in(\mathbb{C} / \mathbb{Z})^{d}| | \operatorname{Im} \theta \mid<\sigma\right\}
$$

denote a complex torus of dimension $d$. We also denote by $\Lambda_{\mathbb{C}}$ a complex neighborhood of the parameter space, $\Lambda$.
We say that a vector $\omega \in \mathbb{R}^{d}$ is Diophantine (in the map setting) if there exists $c>0$ and $\tau \geq d$ such that

$$
|\omega \cdot k-l| \geq c|k|^{-\tau} \quad \text { for all } \quad k \in \mathbb{Z}^{d} \backslash\{0\}, l \in \mathbb{Z},
$$

where $|k|=\left|k_{1}\right|+\cdots+\left|k_{d}\right|$ and $\omega \cdot k$ denotes the scalar product.
Along this section, when solving cohomological equations, we will encounter the so-called small divisors equation. In the map setting this equation has the following form,

$$
\begin{equation*}
\varphi(\theta+\omega, \lambda)-\varphi(\theta, \lambda)=h(\theta, \lambda), \tag{3.1}
\end{equation*}
$$

with $h: \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{n}$ and $\omega \in \mathbb{R}^{d}$. To find a solution $\varphi(\theta, \lambda)$ of (3.1) we consider the Fourier expansion of $h$ with respect to $\theta$ :

$$
h(\theta, \lambda)=\sum_{k \in \mathbb{Z}^{d}} h_{k}(\lambda) e^{2 \pi i k \cdot \theta} .
$$

If $h$ has zero average and $k \cdot \omega \notin \mathbb{Z}$ for all $k \neq 0$, then equation (3.1) has the formal solution

$$
\varphi(\theta, \lambda)=\sum_{k \in \mathbb{Z}^{d}} \varphi_{k}(\lambda) e^{2 \pi i k \cdot \theta}, \quad \varphi_{k}(\lambda)=\frac{h_{k}(\lambda)}{1-e^{2 \pi i k \cdot \omega}}, \quad k \neq 0 .
$$

Note that all coefficients $\varphi_{k}$ are uniquely determined except $\varphi_{0}$ (the average of $\varphi$ ), which is free.
The following well-known result establishes the existence of a solution to equation (3.1) when $h$ is analytic.

Lemma 3.1 (Small divisors lemma for maps). Let $h: \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C}^{n}$ be an analytic function such that $\sup _{(\theta, \lambda) \in \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}}}\|h(\theta, \lambda)\|<\infty$ and having zero average. Let $\omega \in \mathbb{R}^{d}$ be Diophantine with $\tau \geq d$. Then, there exists a unique analytic solution $\varphi: \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C}^{n}$ of (3.1) with zero average. Moreover,

$$
\sup _{(\theta, \lambda) \in \mathbb{T}_{\sigma-\delta}^{d} \times \Lambda_{\mathbb{C}}}\|\varphi(\theta, \lambda)\| \leq C \delta^{-\tau} \sup _{(\theta, \lambda) \in \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}}}\|h(\theta, \lambda)\|, \quad 0<\delta<\sigma,
$$

where $C$ depends on $\tau$ and $d$ but not on $\delta$.

The proof with close to optimal estimates is due to Russmann [16]. We will denote by $\mathcal{S D}(h)$ the unique solution of (3.1) with zero average.

In the next result we obtain two pairs of maps, $\mathcal{K}_{n}$ and $\mathcal{R}_{n}$, that are approximations of solutions $K$ and $R$ of the invariance equation

$$
F \circ K=K \circ R .
$$

The obtained approximations correspond to the stable manifold when the coefficient $\bar{R}_{k}^{x}(\lambda)$ of $\mathcal{R}_{n}$ is negative, and to the unstable manifold when such coefficient is positive. Moreover, the obtained parameterizations of $\mathcal{K}_{n}$ and $\mathcal{R}_{n}$ will satisfy the hypotheses of Theorem 2.3 , and therefore $\mathcal{K}_{n}$ will be an approximation of a true invariant manifold of $F$. Moreover, the first component of $\mathcal{R}_{n}$ coincides with the expression of the normal form of a one-dimensional map around a parabolic point ( $[7,18]$ ).

Theorem 3.2 (A computable appoximation for maps). Let $F$ be an analytic map of the form (2.1) satisfying the hypotheses (2.3). Assume that $2 p>k-1, \bar{c}(\lambda), \bar{a}_{k}(\lambda)>0$ for $\lambda \in \Lambda$, and that $\omega$ is Diophantine. Then, for all $n \geq 2$, there exist two pairs of maps, $\mathcal{K}_{n}: \mathbb{R} \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ and $\mathcal{R}_{n}: \mathbb{R} \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$, of the form

$$
\mathcal{K}_{n}(u, \theta, \lambda)=\left(\begin{array}{c}
u^{2}+\sum_{i=3}^{n} \bar{K}_{i}^{x}(\lambda) u^{i}+\sum_{i=k+1}^{n+k-1} \widetilde{K}_{i}^{x}(\theta, \lambda) u^{i} \\
\sum_{i=k+1}^{n+k-1} \bar{K}_{i}^{y}(\lambda) u^{i}+\sum_{i=2 k}^{n+2 k-2} \widetilde{K}_{i}^{y}(\theta, \lambda) u^{i} \\
\theta+\sum_{i=2 p-k+1}^{n+2 p-k-1} \bar{K}_{i}^{\theta}(\lambda) u^{i}+\sum_{i=2 p}^{n+2 p-2} \widetilde{K}_{i}^{\theta}(\theta, \lambda) u^{i}
\end{array}\right)
$$

and

$$
\mathcal{R}_{n}(u, \theta, \lambda)= \begin{cases}\binom{u+\bar{R}_{k}^{x}(\lambda) u^{k}}{\theta+\omega} & \text { if } 2 \leq n \leq k \\ \binom{u+\bar{R}_{k}^{x}(\lambda) u^{k}+\bar{R}_{2 k-1}^{x}(\lambda) u^{2 k-1}}{\theta+\omega} & \text { if } n \geq k+1\end{cases}
$$

such that

$$
\begin{equation*}
\mathcal{G}_{n}(u, \theta, \lambda):=F\left(\mathcal{K}_{n}(u, \theta, \lambda), \lambda\right)-\mathcal{K}_{n}\left(\mathcal{R}_{n}(u, \theta, \lambda) \lambda\right)=\left(O\left(u^{n+k}\right), O\left(u^{n+2 k-1}\right), O\left(u^{n+2 p-1}\right)\right) . \tag{3.2}
\end{equation*}
$$

Moreover, for the lowest order coefficients we have

$$
\begin{align*}
& \bar{K}_{k+1}^{y}(\lambda)= \pm \sqrt{\frac{2 \bar{a}_{k}(\lambda)}{\bar{c}(\lambda)(k+1)}}, \quad \bar{K}_{2 p-k+1}^{\theta}(\lambda)= \pm \frac{\bar{d}_{p}(\lambda)}{2 p-k+1} \sqrt{\frac{2(k+1)}{\bar{c}(\lambda) \bar{a}_{k}(\lambda)}}, \quad \bar{R}_{k}^{x}(\lambda)= \pm \sqrt{\frac{\bar{c}(\lambda) \bar{a}_{k}(\lambda)}{2(k+1)}},  \tag{3.3}\\
& \widetilde{K}_{k+1}^{x}(\theta, \lambda)=\mathcal{S D}(\tilde{c}(\theta, \lambda)) \bar{K}_{k+1}^{y}(\lambda), \quad \widetilde{K}_{2 k}^{y}(\theta, \lambda)=\mathcal{S D}\left(\tilde{a}_{k}(\theta, \lambda)\right), \quad \widetilde{K}_{2 p}^{\theta}(\theta, \lambda)=\mathcal{S D}\left(\tilde{d}_{p}(\theta, \lambda)\right) .
\end{align*}
$$

Remark 3.3. Although $\mathcal{K}_{n}$ and $\mathcal{R}_{n}$ are polynomials in $u$ and therefore are defined for all $u \in \mathbb{R}$, we only consider them for $u \geq 0$, so that choosing the sign - in (3.3) we get an approximation of the stable manifold and choosing the sign + we get the unstable one.

Notation 3.4. Along the proof, given a map $f(u, \theta)$, we will denote by $[f]_{n}$ the coefficient of the term of order $n$ of the jet of $f$ with respect to $u$ at 0 .

Proof. We prove the result by induction on $n$ showing that we can determine $\mathcal{K}_{n}$ and $\mathcal{R}_{n}$ iteratively.
For the first induction step, $n=2$, we claim that there exist maps of the form

$$
\mathcal{K}_{2}(u, \theta)=\left(\begin{array}{c}
u^{2}+\widetilde{K}_{k+1}^{x}(\theta) u^{k+1} \\
\bar{K}_{k+1}^{y} u^{k+1}+\widetilde{K}_{2 k}^{y}(\theta) u^{2 k} \\
\theta+\bar{K}_{2 p-k+1}^{\theta} u^{2 p-k+1}+\widetilde{K}_{2 p}^{\theta}(\theta) u^{2 p}
\end{array}\right), \quad \mathcal{R}_{2}(t, \theta)=\binom{u+\bar{R}_{k}^{x} u^{k}}{\theta+\omega},
$$

such that $\mathcal{G}_{2}(u, \theta)=F\left(\mathcal{K}_{2}(u, \theta)\right)-\mathcal{K}_{2}\left(\mathcal{R}_{2}(u, \theta)\right)=\left(O\left(u^{k+2}\right), O\left(u^{2 k+1}\right), O\left(u^{2 p+1}\right)\right)$.
Indeed, from the expansion of $\mathcal{G}_{2}$, since $2 p>k-1$ we have

$$
\begin{aligned}
& \mathcal{G}_{2}^{x}(u, \theta)=u^{k+1}\left[\widetilde{K}_{k+1}^{x}(\theta)-\widetilde{K}_{k+1}^{x}(\theta+\omega)+c(\theta) \bar{K}_{k+1}^{y}-2 \bar{R}_{k}^{x}\right]+O\left(u^{k+2}\right), \\
& \mathcal{G}_{2}^{y}(u, \theta)=u^{2 k}\left[\widetilde{K}_{2 k}^{y}(\theta)-\widetilde{K}_{2 k}^{y}(\theta+\omega)+a_{k}(\theta)-(k+1) \bar{K}_{k+1}^{y} \bar{R}_{k}^{x}\right]+O\left(u^{2 k+1}\right), \\
& \mathcal{G}_{2}^{\theta}(u, \theta)=u^{2 p}\left[\widetilde{K}_{2 p}^{\theta}(\theta)-\widetilde{K}_{2 p}^{\theta}(\theta+\omega)+d_{p}(\theta)-(2 p-k+1) \bar{K}_{2 p-k+1}^{\theta} \bar{R}_{k}^{x}\right]+O\left(u^{2 p+1}\right) .
\end{aligned}
$$

To obtain $\mathcal{G}_{2}^{x}(u, \theta)=O\left(u^{k+2}\right)$ we have to solve the equation

$$
\widetilde{K}_{k+1}^{x}(\theta)-\widetilde{K}_{k+1}^{x}(\theta+\omega)+c(\theta) \bar{K}_{k+1}^{y}-2 \bar{R}_{k}^{x}=0 .
$$

We proceed as follows. We separate the average and the oscillatory part of the functions that depend on $\theta$ and we split the equation into two parts, one containing the terms that are independent of $\theta$, namely $\bar{c} \bar{K}_{k+1}^{y}=2 \bar{R}_{k}^{x}$, and the other being a small divisors equation of functions with zero average, $\widetilde{K}_{k+1}^{x}(\theta+\omega)-\widetilde{K}_{k+1}^{x}(\theta)=\tilde{c}(\theta) \bar{K}_{k+1}^{y}$.
We proceed in the same way to get $\mathcal{G}_{2}^{y}(u, \theta)=O\left(u^{2 k+1}\right)$ and $\mathcal{G}_{2}^{\theta}(u, \theta)=O\left(u^{2 p+1}\right)$. Since $\bar{c}, \bar{a}_{k}>0$ and $\omega$ is Diophantine, the obtained equations have the solutions $\bar{K}_{k+1}^{y}, \bar{K}_{2 p-k+1}^{\theta}, \bar{R}_{k}^{x}, \widetilde{K}_{k+1}^{x}(\theta), \widetilde{K}_{2 k}^{y}(\theta)$ and $\widetilde{K}_{2 p}^{\theta}(\theta)$ given in the statement.
Next we perform the induction procedure. We assume that we have already obtained maps $\mathcal{K}_{n}$ and $\mathcal{R}_{n}, n \geq 2$, such that (3.2) holds true, and we look for

$$
\begin{aligned}
& \mathcal{K}_{n+1}(u, \theta)=\mathcal{K}_{n}(u, \theta)+\left(\begin{array}{c}
\bar{K}_{n+1}^{x} u^{n+1}+\widetilde{K}_{n+k}^{x}(\theta) u^{n+k} \\
\bar{K}_{n+k}^{y} u^{n+k}+\widetilde{K}_{n+2 k-1}^{y}(\theta) u^{n+2 k-1} \\
\bar{K}_{n+2 p-k}^{\theta} u^{n+2 p-k}+\widetilde{K}_{n+2 p-1}^{\theta}(\theta) u^{n+2 p-1}
\end{array}\right), \\
& \mathcal{R}_{n+1}(u, \theta)=\mathcal{R}_{n}(u, \theta)+\binom{\bar{R}_{n+k-1}^{x} u^{n+k-1}}{0},
\end{aligned}
$$

such that $\mathcal{G}_{n+1}(u, \theta)=\left(O\left(u^{n+k+1}\right), O\left(u^{n+2 k}\right), O\left(u^{n+2 p}\right)\right)$. To simplify the notation, we denote $\mathcal{K}_{n+1}^{+}=\mathcal{K}_{n+1}-\mathcal{K}_{n}$ and $\mathcal{R}_{n+1}^{+}=\mathcal{R}_{n+1}-\mathcal{R}_{n}$.
Using Taylor's theorem, we write

$$
\begin{aligned}
\mathcal{G}_{n+1}(u, \theta)= & F\left(\mathcal{K}_{n}(u, \theta)+\mathcal{K}_{n+1}^{+}(u, \theta)\right)-\left(\mathcal{K}_{n}(u, \theta)+\mathcal{K}_{n+1}^{+}(u, \theta)\right) \circ\left(\mathcal{R}_{n}(u, \theta)+\mathcal{R}_{n+1}^{+}(u, \theta)\right) \\
= & \mathcal{G}_{n}(u, \theta)+D F\left(K_{n}(u, \theta)\right) \cdot \mathcal{K}_{n+1}^{+}(u, \theta)-\mathcal{K}_{n+1}^{+}(u, \theta) \circ\left(\mathcal{R}_{n}(u, \theta)+\mathcal{R}_{n+1}^{+}(u, \theta)\right) \\
& +\int_{0}^{1}(1-s) D^{2} F\left(\mathcal{K}_{n}(u, \theta)+s \mathcal{K}_{n+1}^{+}(u, \theta)\right) d s \mathcal{K}_{n+1}^{+}(u, \theta)^{\otimes 2} \\
& -D \mathcal{K}_{n} \circ \mathcal{R}_{n}(u, \theta) \cdot \mathcal{R}_{n+1}^{+}(u, \theta) \\
& -\int_{0}^{1}(1-s) D^{2} \mathcal{K}_{n}\left(\mathcal{R}_{n}(u, \theta)+s \mathcal{R}_{n+1}^{+}(u, \theta)\right) d s \mathcal{R}_{n+1}^{+}(u, \theta)^{\otimes 2} .
\end{aligned}
$$

Expanding the components of the previous expression we have

$$
\begin{align*}
& \mathcal{G}_{n+1}^{x}(u, \theta)=\mathcal{G}_{n}^{x}(u, \theta) \\
& \quad+u^{n+k}\left[\widetilde{K}_{n+k}^{x}(\theta)-\widetilde{K}_{n+k}^{x}(\theta+\omega)+c(\theta) \bar{K}_{n+k}^{y}-(n+1) \bar{K}_{n+1}^{x} \bar{R}_{k}^{x}-2 \bar{R}_{n+k-1}^{x}\right]+O\left(u^{n+k+1}\right), \\
& \mathcal{G}_{n+1}^{y}(u, \theta)=\mathcal{G}_{n}^{y}(u, \theta) \\
& \quad+u^{n+2 k-1}\left[\widetilde{K}_{n+2 k-1}^{y}(\theta)-\widetilde{K}_{n+2-1}^{y}(\theta+\omega)+k a_{k}(\theta) \bar{K}_{n+1}^{x}-(n+k) \bar{K}_{n+k}^{y} \bar{R}_{k}^{x}\right. \\
& \left.\quad-(k+1) \bar{K}_{k+1}^{y} \bar{R}_{n+k-1}^{x}\right]+O\left(u^{n+2 k}\right),  \tag{3.4}\\
& \mathcal{G}_{n+1}^{\theta}(u, \theta)=\mathcal{G}_{n}^{\theta}(u, \theta) \\
& \quad+u^{n+2 p-1}\left[\widetilde{K}_{n+2 p-1}^{\theta}(\theta)-\widetilde{K}_{n+2 p-1}^{\theta}(\theta+\omega)+p d_{p}(\theta) \bar{K}_{n+1}^{x}\right. \\
& \left.\quad-(n+2 p-k) \bar{K}_{n+2 p-k}^{\theta} \bar{R}_{k}^{x}-(2 p-k+1) \bar{K}_{2 p-k+1}^{\theta} \bar{R}_{n+k-1}\right]+O\left(u^{n+2 p}\right) .
\end{align*}
$$

Since, by the induction hypothesis, $\mathcal{G}_{n}(u, \theta)=\left(O\left(u^{n+k}\right), O\left(u^{n+2 k-1}\right), O\left(u^{n+2 p-1}\right)\right)$, to complete the induction step we need to make $\left[\mathcal{G}_{n+1}^{x}\right]_{n+k},\left[\mathcal{G}_{n+1}^{y}\right]_{n+2 k-1}$ and $\left[\mathcal{G}_{n+1}^{\theta}\right]_{n+2 p-1}$ vanish. From (3.4), such conditions lead to the following cohomological equations,

$$
\begin{align*}
& \widetilde{K}_{n+k}^{x}(\theta)-\widetilde{K}_{n+k}^{x}(\theta+\omega)+c(\theta) \bar{K}_{n+k}^{y}-(n+1) \bar{K}_{n+1}^{x} \bar{R}_{k}^{x}-2 \bar{R}_{n+k-1}^{x}+\left[\mathcal{G}_{n}^{x}(\theta)\right]_{n+k}=0, \\
& \widetilde{K}_{n+2 k-1}^{y}(\theta)-\widetilde{K}_{n+2-1}^{y}(\theta+\omega)+k a_{k}(\theta) \bar{K}_{n+1}^{x}-(n+k) \bar{K}_{n+k}^{y} \bar{R}_{k}^{x} \\
& \widetilde{K}_{n+2 p-1}^{\theta}(\theta)-\widetilde{K}_{n+2 p-1}^{\theta}(\theta+\omega)+p d_{p}(\theta) \bar{K}_{n+1}^{x} \\
& \\
& \quad-(k+1) \bar{K}_{k+1}^{y} \bar{R}_{n+k-1}^{x}+\left[\mathcal{G}_{n}^{y}(\theta)\right]_{n+2 k-1}=0 \tag{3.5}
\end{align*},
$$

Taking averages with respect to $\theta$ in the previous equations and separating the terms that depend on $\theta$ from the constant ones, we split (3.5) into three small divisors equations of functions with zero average, namely,

$$
\begin{align*}
& \widetilde{K}_{n+k}^{x}(\theta+\omega)-\widetilde{K}_{n+k}^{x}(\theta)=\tilde{c}(\theta) \bar{K}_{n+k}^{y}+\left[\widetilde{\mathcal{G}}_{n}^{x}(\theta)\right]_{n+k}, \\
& \widetilde{K}_{n+2-1 k}^{y}(\theta+\omega)-\widetilde{K}_{n+2 k-1}^{y}(\theta)=k \tilde{a}_{k}(\theta) \bar{K}_{n+1}^{x}+\left[\widetilde{\mathcal{G}}_{n}^{y}(\theta)\right]_{n+2 k-1},  \tag{3.6}\\
& \widetilde{K}_{n+2 p-1}^{\theta}(\theta+\omega)-\widetilde{K}_{n+2 p-1}^{\theta}(\theta)=p \widetilde{d}_{p}(\theta) \bar{K}_{n+1}^{x}+\left[\widetilde{\mathcal{G}}_{n}^{\theta}(\theta)\right]_{n+2 p-1},
\end{align*}
$$

and the following linear system of equations with constant coefficients,

$$
\begin{gather*}
\left(\begin{array}{ccc}
-(n+1) \bar{R}_{k}^{x} & \bar{c} & 0 \\
k \bar{a}_{k} & -(n+k) \bar{R}_{k}^{x} & 0 \\
p \bar{d}_{p} & 0 & -(n+2 p-k) \bar{R}_{k}^{x}
\end{array}\right)\left(\begin{array}{c}
\bar{K}_{n+1}^{x} \\
\bar{K}_{n+k}^{y} \\
\bar{K}_{n+2 p-k}^{\theta}
\end{array}\right)  \tag{3.7}\\
\quad=\left(\begin{array}{c}
-\left[\overline{\mathcal{G}}_{n}^{x}\right]_{n+k}+2 \bar{R}_{n+k-1}^{x} \\
-\left[\overline{\mathcal{G}}_{n}^{y}\right]_{n+2 k-1}+(k+1) \bar{K}_{k+1}^{y} \bar{R}_{n+k-1}^{x} \\
-\left[\overline{\mathcal{G}}_{n}^{\theta}\right]_{n+2 p-1}+(2 p-k+1) \bar{K}_{2 p-k+1}^{\theta} \bar{R}_{n+k-1}^{x}
\end{array}\right)
\end{gather*}
$$

Note that the determinant of the matrix in the left hand side of (3.7) is

$$
(n+2 p-k) \bar{R}_{k}^{x}\left[k \bar{c} \bar{a}_{k}-(n+1)(n+k)\left(\bar{R}_{k}^{x}\right)^{2}\right]=(n+2 p-k) \bar{R}_{k}^{x} \bar{c} \bar{a}_{k} \frac{(k-n)(n+2 k+1)}{2(k+1)},
$$

which vanishes when $k \bar{c} \bar{a}_{k}-(n+1)(n+k)\left(\bar{R}_{k}^{x}\right)^{2}=0$. Since by hypothesis $n+2 p-k \geq 1$, if $n \neq k$ the matrix is invertible, so we can take $\bar{R}_{n+k-1}^{x}=0$ and then obtain $\bar{K}_{n+1}^{x}, \bar{K}_{n+k}^{y}$ and $\bar{K}_{n+2 p-k}^{\theta}$ in a unique way. When $n=k$ the determinant of the matrix is zero. Then, choosing

$$
\bar{R}_{2 k-1}^{x}=\frac{2 k \bar{R}_{k}^{x}\left[\overline{\mathcal{G}}_{n}^{x}\right]_{2 k}+\bar{c}\left[\mathcal{G}_{\dot{y}}^{y}\right]_{3 k-1}}{2(3 k+1) \bar{R}_{k}^{x}},
$$

system (3.7) has solutions. In this case, however, $\bar{K}_{k+1}^{x}, \bar{K}_{2 k}^{y}$ and $\bar{K}_{2 p}^{\theta}$ are not uniquely determined. Once we have chosen solutions $\bar{K}_{n+1}^{x}, \bar{K}_{n+k}^{y}$ and $\bar{K}_{n+2 p-k}^{\theta}$ of system (3.7), we solve the small divisors equations in (3.6) taking

$$
\begin{aligned}
& \widetilde{K}_{n+k}^{x}(\theta)=\mathcal{S D}\left(\tilde{c}(\theta) \bar{K}_{n+k}^{y}+\left[\widetilde{\mathcal{G}}_{n}^{x}(\theta)\right]_{n+k}\right), \\
& \widetilde{K}_{n+2 k-1}^{y}(\theta)=\mathcal{S D}\left(k \tilde{a}_{k}(\theta) \bar{K}_{n+1}^{x}+\left[\widetilde{\mathcal{G}}_{n}^{y}(\theta)\right]_{n+2 k-1}\right), \\
& \widetilde{K}_{n+2 p-1}^{\theta}(\theta)=\mathcal{S D}\left(p \tilde{d}_{p}(\theta) \bar{K}_{n+1}^{x}+\left[\widetilde{\mathcal{G}}_{n}^{\theta}(\theta)\right]_{n+2 p-1}\right) .
\end{aligned}
$$

In this way all equations in (3.5) are solved and one can proceed to the next induction step.

### 3.2 The case of vector fields

In this case we have an analogous results. We denote $\mathbb{H}_{\sigma}=\{z \in \mathbb{C}| | \operatorname{Im}(z) \mid<\sigma\}$ the complex strip of thickness $2 \sigma>0$.
We say that $\omega \in \mathbb{R}^{d}$ is Diophantine (in the vector field setting) if there exist $c>0$ and $\tau \geq d-1$ such that

$$
|\omega \cdot k| \geq c|k|^{-\tau} \quad \text { for all } \quad k \in \mathbb{Z}^{d} \backslash\{0\} .
$$

The small divisors equation in the vector field setting is

$$
\begin{equation*}
\partial_{\theta} \varphi(\theta, \lambda) \cdot \omega=h(\theta, \lambda), \tag{3.8}
\end{equation*}
$$

with $h: \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{n}$ and $\omega \in \mathbb{R}^{d}$.
Similarly to the case of maps, if $h$ has zero average and $k \cdot \omega \notin \mathbb{Z}$ for all $k \neq 0$, then equation (3.8) has the formal solution

$$
\varphi(\theta, \lambda)=\sum_{k \in \mathbb{Z}^{d}} \varphi_{k}(\lambda) e^{2 \pi i k \cdot \theta}, \quad \varphi_{k}(\lambda)=\frac{h_{k}(\lambda)}{2 \pi i k \cdot \omega}, \quad k \neq 0
$$

where all the coefficients $\varphi_{k}$ are uniquely determined except $\varphi_{0}$ which is free.
Lemma 3.5 (Small divisors lemma for vector fields). Let $h: \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C}^{n}$ be an analytic function such that $\sup _{(\theta, \lambda) \in \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}}}\|h(\theta, \lambda)\|<\infty$ and having zero average. Let $\omega$ be Diophantine with $\tau \geq d-1$. Then, there exists a unique analytic solution $\varphi: \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C}^{n}$ of (3.8) with zero average. Moreover,

$$
\sup _{(\theta, \lambda) \in \mathbb{T}_{\sigma-\delta}^{d} \times \Lambda_{\mathbb{C}}}\|\varphi(\theta, \lambda)\| \leq C \delta^{-\tau} \sup _{(\theta, \lambda) \in \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}}}\|h(\theta, \lambda)\|, \quad 0<\delta<\sigma,
$$

where $C$ depends on $\tau$ and $d$ but not on $\delta$.

As in the case of maps we denote by $\mathcal{S D}(h)$ the unique solution of (3.8) with zero average.
As a consequence, if $h: \mathbb{T}_{\sigma}^{d} \times \mathbb{H}_{\sigma} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C}^{n}$ is quasiperiodic with respect to $t \in \mathbb{H}$ with frequencies $\nu \in \mathbb{R}^{d^{\prime}}, h$ has zero average and $(\omega, \nu) \in \mathbb{R}^{d+d^{\prime}}$ is Diophantine, then the equation

$$
\begin{equation*}
\left(\partial_{\theta} \varphi(\theta, t, \lambda), \partial_{t} \varphi(\theta, t, \lambda)\right) \cdot(\omega, 1)=h(\theta, t, \lambda), \quad(\theta, t, \lambda) \in \mathbb{T}_{\sigma}^{d} \times \mathbb{H}_{\sigma} \times \Lambda_{\mathbb{C}}, \tag{3.9}
\end{equation*}
$$

has a unique solution with zero average, defined in $\mathbb{T}_{\sigma}^{d} \times \mathbb{H}_{\sigma} \times \Lambda_{\mathbb{C}}$ and bounded in $\mathbb{T}_{\sigma^{\prime}}^{d} \times \mathbb{H}_{\sigma^{\prime}} \times \Lambda_{\mathbb{C}}$ for any $0<\sigma^{\prime}<\sigma$. Indeed, since $h$ is quasiperiodic in $t$, equation (3.9) is equivalent to

$$
\begin{equation*}
\left(\partial_{\theta} \check{\varphi}(\theta, \tau, \lambda), \partial_{\tau} \check{\varphi}(\theta, \tau, \lambda)\right) \cdot(\omega, \nu)=\check{h}(\theta, \tau, \lambda), \quad(\theta, \tau, \lambda) \in \mathbb{T}_{\sigma}^{d+d^{\prime}} \times \Lambda_{\mathbb{C}} \tag{3.10}
\end{equation*}
$$

where $\tau=\nu t$ and $h(\theta, t, \lambda)=\breve{h}(\theta, \tau, \lambda)$. Then, applying Theorem 3.5 to equation (3.10) taking $(\omega, \nu)$ as the frequency vector, we obtain a unique solution $\check{\varphi}: \mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C}^{n}$ with zero average, and thus $\varphi(\theta, t, \lambda)=\check{\varphi}(\theta, \tau, \lambda)$ is the unique solution of equation (3.9) with zero average. We also denote it by $\mathcal{S D}(h)$. We use the same notation to denote the solution of a small divisors equation that is either time dependent or independent, as such dependence will be understood by the context.

In the next result, given an analytic vector field $X$ of the form (2.2), we obtain two maps, $\mathcal{K}_{n}(u, \theta, t, \lambda)$ and two vector fields, $\mathcal{Y}_{n}(u, \theta, t, \lambda)$, that are approximations of solutions $K$ and $Y$ of the invariance equation

$$
\begin{equation*}
X \circ(K, t)-\partial_{(u, \theta)} K \cdot Y-\partial_{t} K=0 \tag{3.11}
\end{equation*}
$$

Note that the obtained vector field $\mathcal{Y}_{n}$ neither depends on $\theta$ nor on $t$. Moreover, the first component of $\mathcal{Y}_{n}$, which represents the dynamics in a transversal directions to the invariant torus, coincides with the expression of the normal form of a one-dimensional vector field around a parabolic point given in ([18]).
Theorem 3.6 (A computable approximation for vector fields). Let $X$ be an analytic vector field of the form (2.2) satisying the hypotheses (2.3). Assume that $2 p>k-1$. Assume also that $(\omega, \nu)$ is Diophantine and $\bar{a}_{k}(\lambda)>0$ for $\lambda \in \Lambda$. Then, for all $n \geq 2$, there exist two maps, $\mathcal{K}_{n}: \mathbb{R} \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, of the form

$$
\mathcal{K}_{n}(u, \theta, t, \lambda)=\left(\begin{array}{c}
u^{2}+\sum_{i=3}^{n} \bar{K}_{i}^{x}(\lambda) u^{i}+\sum_{i=k+1}^{n+k-1} \widetilde{K}_{i}^{x}(\theta, t, \lambda) u^{i} \\
\sum_{i=k+1}^{n+k-1} \bar{K}_{i}^{y}(\lambda) u^{i}+\sum_{i=2 k}^{n+2 k-2} \widetilde{K}_{i}^{y}(\theta, t, \lambda) u^{i} \\
\theta+\sum_{i=2 p-k+1}^{n+2 p-k-1} \bar{K}_{i}^{\theta}(\lambda) u^{i}+\sum_{i=2 p}^{n+2 p-2} \widetilde{K}_{i}^{\theta}(\theta, t, \lambda) u^{i}
\end{array}\right) \text {, }
$$

depending quasiperiodically on time with the same frequencies as $X$, and two vector fields, $\mathcal{Y}_{n}$ : $\mathbb{R} \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$, of the form

$$
\mathcal{Y}_{n}(u, \theta, t, \lambda)=\mathcal{Y}_{n}(u, \lambda)=\left\{\begin{array}{ll}
\left(\bar{Y}_{k}^{x}(\lambda) u^{k}\right. \\
\omega
\end{array}\right) \quad \text { if } 2 \leq n \leq k,
$$

such that

$$
\begin{align*}
\mathcal{G}_{n}(u, \theta, t, \lambda): & =X\left(\mathcal{K}_{n}(u, \theta, t, \lambda), t, \lambda\right)-\partial_{(u, \theta)} \mathcal{K}_{n}(u, \theta, t, \lambda) \cdot \mathcal{Y}_{n}(u, \theta, t, \lambda)-\partial_{t} \mathcal{K}_{n}(u, \theta, t, \lambda)  \tag{3.12}\\
& =\left(O\left(u^{n+k}\right), O\left(u^{n+2 k-1}\right), O\left(u^{n+2 p-1}\right)\right) .
\end{align*}
$$

Moreover, for the lowest order coefficients we obtain

$$
\begin{aligned}
& \bar{K}_{k+1}^{y}(\lambda)= \pm \sqrt{\frac{2 \bar{a}_{k}(\lambda)}{\bar{c}(\lambda)(k+1)}}, \quad \bar{K}_{2 p-k+1}^{\theta}(\lambda)= \pm \frac{\bar{d}_{p}(\lambda)}{2 p-k+1} \sqrt{\frac{2(k+1)}{\bar{c}(\lambda) \bar{a}_{k}(\lambda)}}, \quad \bar{Y}_{k}^{x}(\lambda)= \pm \sqrt{\frac{\bar{c}(\lambda) \bar{a}_{k}(\lambda)}{2(k+1)}}, \\
& \widetilde{K}_{k+1}^{x}(\theta, t, \lambda)=\mathcal{S D}(\tilde{c}(\theta, t, \lambda)) \bar{K}_{k+1}^{y}(\lambda), \quad \widetilde{K}_{2 k}^{y}(\theta, t, \lambda)=\mathcal{S D}\left(\tilde{a}_{k}(\theta, t, \lambda)\right), \quad \widetilde{K}_{2 p}^{\theta}(\theta, t, \lambda)=\mathcal{S D}\left(\tilde{d}_{p}(\theta, t, \lambda)\right) .
\end{aligned}
$$

A remark analogous to Remark 3.3 also applies here.
Proof. The proof is analogous to the one of Theorem 3.2, but in this case we look for parameterizations $\mathcal{K}_{n}$ and $\mathcal{Y}_{n}$ that approximate solutions of equation (3.11).
For the first induction step, $n=2$, we claim that there exist a map and a vector field,

$$
\mathcal{K}_{2}(u, \theta, t)=\left(\begin{array}{c}
u^{2}+\widetilde{K}_{k+1}^{x}(\theta, t) u^{k+1} \\
\bar{K}_{k+1}^{y} u^{k+1}+\widetilde{K}_{2 k}^{y}(\theta, t) u^{2 k} \\
\theta+\widetilde{K}_{2 p-k+1}^{\theta} u^{2 p-k+1}+\widetilde{K}_{2 p}^{\theta}(\theta, t) u^{2 p}
\end{array}\right), \quad \mathcal{Y}_{2}(u, \theta, t)=\binom{\bar{Y}_{k}^{x} u^{k}}{\omega}
$$

such that

$$
\begin{align*}
\mathcal{G}_{2}(u, \theta, t) & =X\left(\mathcal{K}_{2}(u, \theta, t), t\right)-\partial_{(u, \theta)} \mathcal{K}_{2}(u, \theta, t) \cdot \mathcal{Y}_{2}(u, \theta, t)-\partial_{t} \mathcal{K}_{2}(u, \theta, t) \\
& =\left(O\left(u^{k+2}\right), O\left(u^{2 k+1}\right), O\left(u^{2 p+1}\right)\right) . \tag{3.13}
\end{align*}
$$

This leads to a set of $d+2$ cohomological equations, that we split into two parts, one containing the terms that are independent of $(\theta, t)$, and the other being a small divisors equation for functions of $(\theta, t)$ with zero average.
Then, since $\bar{c}, \bar{a}_{k}>0$ and $(\omega, \nu)$ is Diophantine, by the small divisors lemma the equations obtained from (3.13) have solutions $\bar{K}_{k+1}^{y}, \bar{K}_{2 p-k+1}^{\theta}, \bar{Y}_{k}^{x}, \widetilde{K}_{k+1}^{x}(\theta, t), \widetilde{K}_{2 k}^{y}(\theta, t)$ and $\widetilde{K}_{2 p}^{\theta}(\theta, t)$ as given in the statement. We emphasize that we obtain two solutions. The next terms will depend on the choice we make for those solutions.

In the induction procedure we look for

$$
\begin{aligned}
& \mathcal{K}_{n+1}(u, \theta, t)=\mathcal{K}_{n}(u, \theta, t)+\left(\begin{array}{c}
\bar{K}_{n+1}^{x} u^{n+1}+\widetilde{K}_{n+k}^{x}(\theta, t) u^{n+k} \\
\bar{K}_{n+k}^{y} u^{n+k}+\widetilde{K}_{n+2 k-1}^{y}(\theta, t) u^{n+2 k-1} \\
\bar{K}_{n+2 p-k}^{\theta} u^{n+2 p-k} \widetilde{K}_{n+2 p-1}^{\theta}(\theta, t) u^{n+2 p-1}
\end{array}\right), \\
& \mathcal{Y}_{n+1}(u, \theta, t)=\mathcal{Y}_{n}(u, \theta, t)+\binom{\bar{Y}_{n+k-1}^{x} u^{n+k-1}}{0},
\end{aligned}
$$

such that $\mathcal{G}_{n+1}(u, \theta, t)=\left(O\left(u^{n+k+1}\right), O\left(u^{n+2 k}\right), O\left(u^{n+2 p}\right)\right)$.
Proceeding in the same way as in the case of maps we arrive to the following completely analogous equations for the average and the oscillatory parts of the coefficients of $\mathcal{K}_{n}$ and $\mathcal{Y}_{n}$,

$$
\begin{align*}
& \partial_{\theta} \widetilde{K}_{n+k}^{x}(\theta, t) \cdot \omega+\partial_{t} \widetilde{K}_{n+k}^{x}(\theta, t)=\tilde{c}(\theta, t) \bar{K}_{n+k}^{y}+\left[\widetilde{\mathcal{G}}_{n}^{x}(\theta, t)\right]_{n+k}, \\
& \partial_{\theta} \widetilde{K}_{n+2-1 k}^{y}(\theta, t) \cdot \omega+\partial_{t} \widetilde{K}_{n+2 k-1}^{y}(\theta, t)=k \tilde{a}_{k}(\theta, t) \bar{K}_{n+1}^{x}+\left[\widetilde{\mathcal{G}}_{n}^{y}(\theta, t)\right]_{n+2 k-1},  \tag{3.14}\\
& \partial_{\theta} \widetilde{K}_{n+2 p-1}^{\theta}(\theta, t) \cdot \omega+\partial_{t} \widetilde{K}_{n+2 p-1}^{\theta}(\theta, t)=p \tilde{d}_{p}(\theta, t) \bar{K}_{n+1}^{x}+\left[\widetilde{\mathcal{G}}_{n}^{\theta}(\theta, t)\right]_{n+2 p-1},
\end{align*}
$$

and

$$
\begin{gather*}
\left(\begin{array}{ccc}
-(n+1) \bar{Y}_{k}^{x} & \bar{c} & 0 \\
k \bar{a}_{k} & -(n+k) \bar{Y}_{k}^{x} & 0 \\
p \bar{d}_{p} & 0 & -(n+2 p-k) \bar{Y}_{k}^{x}
\end{array}\right)\left(\begin{array}{c}
\bar{K}_{n+1}^{x} \\
\bar{K}_{n+k}^{y} \\
\bar{K}_{n+2 p-k}^{\theta}
\end{array}\right)  \tag{3.15}\\
\quad=\left(\begin{array}{c}
-\left[\overline{\mathcal{G}}_{n}^{x}\right]_{n+k}+2 \bar{Y}_{n+k-1}^{x} \\
-\left[\overline{\mathcal{G}}_{n}^{y}\right]_{n+2 k-1}+(k+1) K_{k+1}^{y} \bar{Y}_{n+k-1}^{x} \\
-\left[\overline{\mathcal{G}}_{n}^{\theta}\right]_{n+2 p-1}+(2 p-k+1) \bar{K}_{2 p-k+1}^{\theta} \bar{Y}_{n+k-1}^{x}
\end{array}\right) .
\end{gather*}
$$

As in Theorem 3.2, the matrix in the left hand side of (3.15) is invertible provided that $n \neq k$. In such case one can take $\bar{Y}_{n+k-1}^{x}=0$ and we obtain $\bar{K}_{n+1}^{x}, \bar{K}_{n+k}^{y}$ and $\bar{K}_{n+2 p-k}^{\theta}$ in a unique way. When $n=k$, the determinant of the matrix is zero. Choosing

$$
\bar{Y}_{2 k-1}^{x}=\frac{2 k \bar{Y}_{k}^{x}\left[\overline{\mathcal{G}}_{n}^{x}\right]_{2 k}+\bar{c}\left[\mathcal{G}_{3}^{y}\right]_{3 k-2}}{2(3 k+1) \bar{Y}_{k}^{x}},
$$

system (3.15) has solutions. In this case, $\bar{K}_{k+1}^{x}, \bar{K}_{2 k}^{y}$ and $\bar{K}_{2 p}^{\theta}$ are not uniquely determined.
Once we have chosen solutions $\bar{K}_{k+1}^{x}, \bar{K}_{2 k}^{y}$ and $\bar{K}_{n+2 p-k}^{\theta}$ for system (3.15) we proceed as in the case of maps.

## 4 A functional equation for a parametrization of the stable manifold

In this section we explain the approach to study the existence of stable invariant manifolds for analytic maps of the form (2.1) and analytic time-dependent vector fields of the form (2.2). We establish a functional equation for a parametrization of the stable invariant manifolds and we present the function spaces and operators that we will use. The treatment in the map and the vector field settings are somehow analogous, so we will omit some details in the latter.

### 4.1 The case of maps

To study the existence of a stable invariant manifold of a map of the form (2.1), we first consider approximations $\mathcal{K}_{n}: \mathbb{R} \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ and $\mathcal{R}_{n}: \mathbb{R} \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R} \times \mathbb{T}^{d}$ of solutions of the equation

$$
\begin{equation*}
F \circ K=K \circ R, \tag{4.1}
\end{equation*}
$$

obtained in Section 3.1 up to a high enough order, to be determined later on. Then, keeping $R=\mathcal{R}_{n}$ fixed, we look for a correction $\Delta:[0, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, for some $\rho>0$, of $\mathcal{K}_{n}$, analytic on $(0, \rho) \times \mathbb{T}^{d} \times \Lambda$, such that the pair $K=\mathcal{K}_{n}+\Delta, R=\mathcal{R}_{n}$ satisfies the invariance condition

$$
\begin{equation*}
F \circ\left(\mathcal{K}_{n}+\Delta\right)-\left(\mathcal{K}_{n}+\Delta\right) \circ R=0 . \tag{4.2}
\end{equation*}
$$

The proof of Theorems 2.1 and 2.3 concerning the stable manifolds is organized as follows. First, we rewrite equation (4.2) to separate the dominant linear part with respect to $\Delta$ and the remaining terms. This motivates the introduction of two families of operators, $\mathcal{S}_{n, R}^{\times}$and $\mathcal{N}_{n, F}$, and the spaces where these operators will act on. We provide the properties of these operators in Lemmas 4.5 and 4.7, in particular the invertibility of $\mathcal{S}_{n, R}^{\times}$. Finally, we rewrite the equation for $\Delta$ as the fixed point equation

$$
\Delta=\mathcal{T}_{n, F}(\Delta), \quad \text { where } \quad \mathcal{T}_{n, F}=\left(\mathcal{S}_{n, R}^{\times}\right)^{-1} \circ \mathcal{N}_{n, F},
$$

and we apply the Banach fixed point theorem to get the solution. The needed properties of the operators $\mathcal{T}_{n, F}$ are given in Lemma 4.11.
Let $F: U \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ be an analytic map of the form (2.1):

$$
F(x, y, \theta, \lambda)=\left(\begin{array}{c}
x+c(\theta, \lambda) y \\
y+P(x, y, \theta, \lambda) \\
\theta+\omega+Q(x, y, \theta, \lambda)
\end{array}\right)
$$

where $P(x, y, \theta, \lambda)=a_{k}(\theta, \lambda) x^{k}+A(x, y, \theta, \lambda)$ and $Q(x, y, \theta, \lambda)=d_{p}(\theta, \lambda) x^{p}+B(x, y, \theta, \lambda)$ and $A$ and $B$ have the form (2.3).

From Proposition 3.2, given $n \geq 2$ there exist $\mathcal{K}_{n}$ and $R=\mathcal{R}_{n}$, polynomial in $u$, such that

$$
\begin{equation*}
F \circ \mathcal{K}_{n}-\mathcal{K}_{n} \circ R=\mathcal{G}_{n}, \tag{4.3}
\end{equation*}
$$

where $\mathcal{G}_{n}(t, \theta)=\left(O\left(t^{n+k}\right), O\left(t^{n+2 k-1}\right), O\left(t^{n+2 p-1}\right)\right)$. Since we are looking for a stable manifold of $F$ we will take the approximation corresponding to $R=\mathcal{R}_{n}$ with the coefficient $\bar{R}_{k}^{x}(\lambda)<0$.
Hence, we look for $\rho>0$ and a map $\Delta:[0, \rho) \times \mathbb{T}^{d} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}, \Delta=\left(\Delta^{x}, \Delta^{y}, \Delta^{\theta}\right)=$ $\left(O\left(u^{n}\right), O\left(u^{n+k-1}\right), O\left(u^{n+2 p-k-1}\right)\right)$, satisfying (4.2), where $\mathcal{K}_{n}$ and $R$ are the mentioned maps that satisfy (4.3).
Using (4.3) we can rewrite (4.2) as

$$
\begin{align*}
\Delta^{x} \circ R-\Delta^{x} & =\mathcal{K}_{n}^{y}\left[c \circ\left(\mathcal{K}_{n}^{\theta}+\Delta^{\theta}\right)-c \circ \mathcal{K}_{n}^{\theta}\right]+\Delta^{y} c \circ\left(\mathcal{K}_{n}^{\theta}+\Delta^{\theta}\right)+\mathcal{G}_{n}^{x}, \\
\Delta^{y} \circ R-\Delta^{y} & =P \circ\left(\mathcal{K}_{n}+\Delta\right)-P \circ \mathcal{K}_{n}+\mathcal{G}_{n}^{y},  \tag{4.4}\\
\Delta^{\theta} \circ R-\Delta^{\theta} & =Q \circ\left(\mathcal{K}_{n}+\Delta\right)-Q \circ \mathcal{K}_{n}+\mathcal{G}_{n}^{\theta} .
\end{align*}
$$

Given $\rho \in(0,1)$ and $\beta \in\left(0, \frac{\pi}{k-1}\right)$, let $S$ be the complex sector

$$
S=S(\beta, \rho)=\left\{z \in \mathbb{C}| | \arg (z)\left|<\frac{\beta}{2}, 0<|z|<\rho\right\} .\right.
$$

Definition 4.1. Given a sector $S=S(\beta, \rho)$, the complex torus $\mathbb{T}_{\sigma}^{d}$ with $\sigma>0, \Lambda_{\mathbb{C}} \subset \mathbb{C}^{\ell}$ and $n \in \mathbb{N}$, let $\mathcal{W}_{n}$ be the Banach space

$$
\mathcal{W}_{n}=\left\{f: S \times \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C} \mid f \text { real analytic, }\|f\|_{n}:=\sup _{(u, \theta, \lambda) \in S \times \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}}} \frac{|f(u, \theta, \lambda)|}{|u|^{n}}<\infty\right\},
$$

with the norm $\|\cdot\|_{n}$.
Note that when $n \geq 1$ the functions $f$ in $\mathcal{W}_{n}$ can be continuously extended to $z=0$ with $f(0, \theta, \lambda)=$ 0 and, if moreover we have $n \geq 2$, the derivative of $f$ with respect to $z$ can be continuously extended to $z=0$ with $\frac{\partial f}{\partial u}(0, \theta, \lambda)=0$.
Note also that $\mathcal{W}_{n+1} \subset \mathcal{W}_{n}$ for all $n \in \mathbb{N}$, and that if $f \in \mathcal{W}_{n+1}$, then $\|f\|_{n} \leq\|f\|_{n+1}$. More concretely we have that $\|f\|_{n} \leq \rho\|f\|_{n+1}$. Moreover, if $f \in \mathcal{W}_{m}, g \in \mathcal{W}_{n}$, then $f g \in \mathcal{W}_{m+n}$ and $\|f g\|_{m+n} \leq\|f\|_{m}\|g\|_{n}$.
Given a product space, $\prod_{i} \mathcal{W}_{i}$, we endow it with the product norm

$$
\|f\|_{\prod_{i} \mathcal{N}_{i}}=\max _{i}\left\|f_{i}\right\| \mathcal{W}_{i},
$$

where $f_{i}=\pi_{i} \circ f$, and $\pi_{i}$ is the canonical projection from $\prod_{j} \mathcal{W}_{j}$ to $\mathcal{W}_{i}$.
Next we define the spaces

$$
\mathcal{W}_{n}^{\times}=\mathcal{W}_{n} \times \mathcal{W}_{n+k-1} \times \mathcal{W}_{n+2 p-k-1}^{d},
$$

endowed with the product norm defined above. Note that, in our setting, the functions in $\mathcal{W}_{n+2 p-k-1}$ are mapped into $\mathbb{C} / \mathbb{Z}$.

We will use the notation $\mathcal{B}_{\alpha}$ to denote a closed ball of radius $\alpha$ not always belonging to the same space. Such space will be understood by the context. For instance, we will write

$$
\mathcal{B}_{\alpha}=\left\{f=\left(f^{x}, f^{y}, f^{\theta}\right) \in \mathcal{W}_{n}^{\times} \mid\|f\|_{\mathcal{W}_{n}^{\times}} \leq \alpha\right\} \subset \mathcal{W}_{n}^{\times}
$$

For the sake of simplicity, we will omit the parameters $\rho, \beta$ and $\sigma$ in the notation of the spaces $\mathcal{W}_{n}$ and $\mathcal{W}_{n}^{\times}$. We will consider $\Lambda$ bounded. If not, we will work locally in bounded subsets of $\Lambda$.

Since $F$ is analytic in $U \times \mathbb{T}^{d} \times \Lambda$, which is relatively compact, it has a holomorphic extension to some complex neighborhood of the form $U_{\mathbb{C}} \times \mathbb{T}_{\sigma}^{d} \times \Lambda_{\mathbb{C}}$ that contains $U \times \mathbb{T}^{d} \times \Lambda$, where $U_{\mathbb{C}}$ is a neighborhood of $(0,0)$ in $\mathbb{C}^{2}, \mathbb{T}_{\sigma}^{d}$ is a complex $d$-dimensional torus and $\Lambda_{\mathbb{C}}$ is a complex extension of $\Lambda$. Moreover since $\mathcal{K}_{n}$ and $R$ are analytic maps, their domain extends to a complex domain of the form $S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d} \times \Lambda_{\mathbb{C}}$.

Then it is possible to set equation (4.4) in a space of holomorphic functions defined on $S(\beta, \rho) \times$ $\mathbb{T}_{\sigma^{\prime}}^{d} \times \Lambda_{\mathbb{C}}$, and to look for $\Delta$ being a real analytic function of complex variables. To solve equation (4.4), we will consider $n$ big enough and we will look for a solution, $\Delta \in \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times}$, for some $\alpha>0$. In what follows, we describe some conditions on $\alpha$.

For compositions in (4.4) to make sense, we need to ensure that the range of $\mathcal{K}_{n}+\Delta$ is contained in the domain where $F$ is analytic. Let $b>0$ be the radius of a closed ball in $\mathbb{C}^{2}$ contained in $U_{\mathbb{C}}$, and let $\tilde{\sigma}<\sigma$. We have to consider $\rho>0$ and $\Delta$ such that $\left(\left(\mathcal{K}_{n}+\Delta\right)^{x},\left(\mathcal{K}_{n}+\Delta\right)^{y}\right) \in U_{\mathbb{C}}$, $\left(\mathcal{K}_{n}+\Delta\right)^{\theta} \in \mathbb{T}_{\sigma}^{d}$. To this end we will ensure that

$$
\begin{equation*}
\left|\left(\left(\mathcal{K}_{n}+\Delta\right)^{x},\left(\mathcal{K}_{n}+\Delta\right)^{y}\right)\right| \leq b \quad \text { and } \quad\left|\operatorname{Im}\left(\left(\mathcal{K}_{n}+\Delta\right)^{\theta}\right)\right| \leq \tilde{\sigma} . \tag{4.5}
\end{equation*}
$$

We choose $\rho$ and $\sigma^{\prime}$ small enough such that $\sup _{S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d} \times \Lambda_{\mathbb{C}}}\left|\left(\mathcal{K}_{n}^{x}(u, \theta, \lambda), \mathcal{K}_{n}^{y}(u, \theta, \lambda)\right)\right| \leq \frac{b}{2}$ and such that $\sup _{S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d} \times \Lambda_{\mathbb{C}}}\left|\operatorname{Im}\left(\mathcal{K}_{n}^{\theta}(u, \theta, \lambda)\right)\right| \leq \frac{\tilde{\sigma}}{2}$. Later on we may take smaller values of $\rho$.

We choose

$$
\begin{equation*}
\alpha=\min \left\{\frac{1}{2}, \frac{b}{2}, \frac{\tilde{\sigma}}{2}\right\} . \tag{4.6}
\end{equation*}
$$

Therefore, for $\Delta \in \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times}$,

$$
\sup _{S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d} \times \Lambda_{\mathbb{C}}}\left|\Delta^{x}(u, \theta, \lambda)\right| \leq \sup _{S}\left\|\Delta^{x}\right\|_{n}|u|^{n} \leq \alpha \rho^{n} \leq \frac{b}{2} \rho^{n},
$$

and similarly, $\sup _{S \times \mathbb{T}_{\sigma^{\prime}}^{d} \times \Lambda_{\mathbb{C}}}\left|\Delta^{y}(u, \theta, \lambda)\right| \leq \frac{b}{2} \rho^{n+k-1}$, and

$$
\sup _{S \times \mathbb{T}_{\sigma^{\prime}}^{d} \times \Lambda_{\mathbb{C}}}\left|\Delta^{\theta}(u, \theta, \lambda)\right| \leq \sup _{S}\left\|\Delta^{\theta}\right\|_{n+2 p-k-1}|u|^{n+2 p-k-1} \leq \alpha \rho^{n+2 p-k-1} \leq \frac{\tilde{\sigma}}{2} \rho^{n+2 p-k-1},
$$

and in particular, $\left|\operatorname{Im}\left(\Delta^{\theta}\right)\right| \leq \tilde{\sigma} / 2$. Hence, with this choice of $\alpha$ the condition (4.5) holds true.
Below we introduce two families of operators that will be used to deal with (4.4). The definition of such operators is motivated by the equation itself.

We recall the next lemma, Lemma 2.4.2 from [1] that we state here with a slightly modified notation adapted to the one of this paper.

Lemma 4.2. Let $R^{x}: S(\beta, \rho) \rightarrow \mathbb{C}$ be a holomorphic function of the form $R^{x}(u)=u+R_{k} u^{k}+$ $O\left(|u|^{k+1}\right)$, with $R_{k}<0$ and $k \geq 2$. Assume that $0<\beta<\frac{\pi}{k-1}$. Then, for any $\mu \in(0,(k-$ 1) $\left|R_{k}\right| \cos \kappa$ ), with $\kappa=\frac{k-1}{2} \beta$, there exists $\rho>0$ small enough such that $R^{x}$ maps $S(\beta, \rho)$ into itself and

$$
\left|\left(R^{x}\right)^{j}(u)\right| \leq \frac{|u|}{\left(1+j \mu|u|^{k-1}\right)^{1 / k-1}}, \quad u \in S(\beta, \rho), \quad j \geq 0,
$$

where $\left(R^{x}\right)^{j}$ refers to the $j$-th iterate of the map $R^{x}$.

Definition 4.3. Let $n \geq 1, \beta \in\left(0, \frac{\pi}{k-1}\right)$, and let $R: S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d} \rightarrow S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d}$ be an analytic map of the form

$$
\begin{equation*}
R(u, \theta)=\binom{u+R_{k} u^{k}+O\left(u^{k+1}\right)}{\theta+\omega} \tag{4.7}
\end{equation*}
$$

where $R_{k}<0$ and the terms $O\left(u^{k+1}\right)$ do not depend on $\theta$.
We define $\mathcal{S}_{n, R}: \mathcal{W}_{n} \rightarrow \mathcal{W}_{n}$, as the linear operator given by

$$
\mathcal{S}_{n, R} f=f \circ R-f .
$$

Remark 4.4. By Lemma 4.2, for a map $R$ as in Definition 4.3, we have that $R^{x}(u, \theta)=R^{x}(u)$ maps $S(\beta, \rho)$ into itself, and also, since $\omega \in \mathbb{R}^{d}, R^{\theta}(u, \theta)=R^{\theta}(\theta)$ maps $\mathbb{T}_{\sigma^{\prime}}^{d}$ into itself. Moreover, the functions $f \in \mathcal{W}_{n}$ are defined on $S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d}$, and thus the composition in the definition of $\mathcal{S}_{n, R}$ is well defined.

The following lemma states that the operators $\mathcal{S}_{n, R}$ have a bounded right inverse and provides a bound for $\left\|\mathcal{S}_{n, R}^{-1}\right\|$. It is a slightly modified version of Lemma 5.6 of [8]. Its proof will be omitted.

Lemma 4.5. The operator $\mathcal{S}_{n, R}: \mathcal{W}_{n} \rightarrow \mathcal{W}_{n}$ with $n \geq 1$ has a bounded right inverse,

$$
\mathcal{S}_{n, R}^{-1}: \mathcal{W}_{n+k-1} \rightarrow \mathcal{W}_{n}
$$

given by

$$
\begin{equation*}
\mathcal{S}_{n, R}^{-1} \eta=-\sum_{j=0}^{\infty} \eta \circ R^{j}, \quad \eta \in \mathcal{W}_{n+k-1} \tag{4.8}
\end{equation*}
$$

Moreover, for any fixed $\mu \in\left(0,(k-1)\left|R_{k}^{x}\right| \cos \kappa\right)$, with $\kappa=\frac{k-1}{2} \beta$, there exists $\rho>0$ such that, taking $S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d}$ as the domain of the functions of $\mathcal{W}_{n+k-1}$, we have the bound

$$
\left\|\left(\mathcal{S}_{n, R}\right)^{-1}\right\| \leq \rho^{k-1}+\frac{1}{\mu} \frac{k-1}{n}
$$

Definition 4.6. Let $F$ be the holomorphic extension of an analytic map of the form (2.1) satisfying the hypotheses of Theorem 2.1. Let $\alpha$ be as in (4.6).

Given $n \geq 3$ we introduce $\mathcal{N}_{n, F}=\left(\mathcal{N}_{n, F}^{x}, \mathcal{N}_{n, F}^{y}, \mathcal{N}_{n, F}^{\theta}\right): \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times} \rightarrow \mathcal{W}_{n+k-1}^{\times}$, given by

$$
\begin{aligned}
& \mathcal{N}_{n, F}^{x}(f)=\mathcal{K}_{n}^{y}\left[c \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)-c \circ \mathcal{K}_{n}^{\theta}\right]+f^{y} c \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)+\mathcal{G}_{n}^{x}, \\
& \mathcal{N}_{n, F}^{y}(f)=P \circ\left(\mathcal{K}_{n}+f\right)-P \circ \mathcal{K}_{n}+\mathcal{G}_{n}^{y}, \\
& \mathcal{N}_{n, F}^{\theta}(f)=Q \circ\left(\mathcal{K}_{n}+f\right)-Q \circ \mathcal{K}_{n}+\mathcal{G}_{n}^{\theta} .
\end{aligned}
$$

In the following lemma we show that the operators $\mathcal{N}_{n, F}$ are Lipschitz and we provide bounds for their Lipschitz constants.

Lemma 4.7. For each $n \geq 3$, there exists a constant, $M_{n}>0$, for which the operator $\mathcal{N}_{n, F}$ satisfies

$$
\begin{aligned}
& \operatorname{Lip} \mathcal{N}_{n, F}^{x} \leq \sup _{\theta \in \mathbb{T}_{\sigma}^{d}}|c(\theta)|+M_{n} \rho, \\
& \operatorname{Lip} \mathcal{N}_{n, F}^{y} \leq k \sup _{\theta \in \mathbb{T}_{\sigma}^{d}}\left|a_{k}(\theta)\right|+M_{n} \rho, \\
& \operatorname{Lip} \mathcal{N}_{n, F}^{\theta} \leq p \sup _{\theta \in \mathbb{T}_{\sigma}^{d}}\left|d_{p}(\theta)\right|+M_{n} \rho,
\end{aligned}
$$

where $\rho$ is the radius of the sector $S(\beta, \rho)$.

Proof. We deal with the three components of $\mathcal{N}_{n, F}$ separately. First we prove the bound for $\operatorname{Lip} \mathcal{N}_{n, F}^{x}$. Let $f, \tilde{f} \in \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times}$. We have,

$$
\begin{aligned}
\mathcal{N}_{n, F}^{x}(f)-\mathcal{N}_{n, F}^{x}(\tilde{f})= & \left(\mathcal{K}_{n}^{y}+f^{y}\right) \int_{0}^{1} D c \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}+s\left(f^{\theta}-\tilde{f}^{\theta}\right)\right) d s\left(f^{\theta}-\tilde{f}^{\theta}\right) \\
& +c \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)\left(f^{y}-\tilde{f}^{y}\right) .
\end{aligned}
$$

We can then bound, for some $M_{n}>0$,

$$
\begin{array}{rl}
\|\left(\mathcal{K}_{n}^{y}+f^{y}\right) \int_{0}^{1} & D c \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}+s\left(f^{\theta}-\tilde{f}^{\theta}\right)\right) d s\left(f^{\theta}-\tilde{f}^{\theta}\right) \|_{n+k-1} \\
& \leq \sup _{\mathbb{T}_{\sigma}^{d}}|D c(\theta)| \sup _{S \times \mathbb{T}_{\sigma^{\prime}}^{d}} \frac{1}{|u|^{n+k-1}}\left|\mathcal{K}_{n}^{y}(u, \theta)+f^{y}(u, \theta)\right|\left|f^{\theta}(u, \theta)-\tilde{f}^{\theta}(u, \theta)\right| \\
& \leq\left\|f^{\theta}-\tilde{f}^{\theta}\right\|_{n+2 p-k-1}\left\|\mathcal{K}_{n}^{y}+f^{y}\right\|_{k+1} \sup _{\mathbb{T}_{\sigma}^{d}}|D c(\theta)| \rho^{2 p-k+1} \\
& \leq M_{n} \rho^{2 p-k+1}\left\|f^{\theta}-\tilde{f}^{\theta}\right\|_{n+2 p-k-1} .
\end{array}
$$

On the other hand,

$$
\begin{aligned}
\left\|c \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)\left(f^{y}-\tilde{f}^{y}\right)\right\|_{n+k-1} & =\sup _{S \times \mathbb{T}_{\sigma^{\prime}}^{d}}\left|c \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)(u, \theta)\right| \frac{\left|f^{y}(u, \theta)-\tilde{f}^{y}(u, \theta)\right|}{|u|^{n+k-1}} \\
& \leq \sup _{\mathbb{T}_{\sigma}^{d}}|c(\theta)|\left\|f^{y}-\tilde{f}^{y}\right\|_{n+k-1},
\end{aligned}
$$

and thus, we obtain

$$
\left\|\mathcal{N}_{n, F}^{x}(f)-\mathcal{N}_{n, F}^{x}(\tilde{f})\right\|_{n+k-1} \leq\left(\sup _{\mathbb{T}_{\sigma}^{d}}|c(\theta)|+M_{n} \rho\right) \max \left\{\left\|f^{y}-\tilde{f}^{y}\right\|_{n+k-1},\left\|f^{\theta}-\tilde{f}^{\theta}\right\|_{n+2 p-k-1}\right\},
$$

that is, $\operatorname{Lip} \mathcal{N}_{n, F}^{x} \leq \sup _{\mathbb{T}_{\sigma}^{d}}|c(\theta)|+M_{n} \rho$.
Next we consider $\mathcal{N}_{n, F}^{y}$. We write, for $f, \tilde{f} \in \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times}$,

$$
\begin{equation*}
\mathcal{N}_{n, F}^{y}(f)-\mathcal{N}_{n, F}^{y}(\tilde{f})=T_{1}^{y}+T_{2}^{y} \tag{4.9}
\end{equation*}
$$

where

$$
T_{1}^{y}=a_{k} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)\left(\mathcal{K}_{n}^{x}+f^{x}\right)^{k}-a_{k} \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)\left(\mathcal{K}_{n}^{x}+\tilde{f}^{x}\right)^{k} \in \mathcal{W}_{n+2 k-2},
$$

and

$$
T_{2}^{y}=\int_{0}^{1} D A \circ \xi_{s} d s(f-\tilde{f}) \in \mathcal{W}_{n+2 k-1},
$$

where we have defined, for $s \in[0,1]$,

$$
\xi_{s}=\xi_{s}(f, \tilde{f})=\mathcal{K}_{n}+\tilde{f}+s(f-\tilde{f}) \in \mathcal{W}_{2} \times \mathcal{W}_{k+1} \times\left(\mathcal{W}_{0}\right)^{d}
$$

Note that indeed we have $\xi_{s}^{x}(u, \theta)=u^{2}+O\left(|u|^{3}\right), \xi_{s}^{y}(u, \theta)=\bar{K}_{k+1}^{y} u^{k+1}+O\left(|u|^{k+2}\right)$, and $\xi_{s}^{\theta}(u, \theta)=$ $\theta+O(|u|)$, since the presence of $f$ does not affect the lowest order terms of $\xi_{s}$, and since the coefficients depending on $\theta$ of $\mathcal{K}_{n}(u, \theta)$ are bounded for $\theta \in \mathbb{T}_{\sigma^{\prime}}^{d}$, as a consequence of the small divisors lemma.

Since $T_{1}^{y}$ contains the leading terms of (4.9), it is sufficient to bound the norm $\left\|T_{1}^{y}\right\|_{n+2 k-2}$ to obtain the required estimate for (4.9). We write

$$
\begin{aligned}
T_{1}^{y} & =a_{k} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)\left(\mathcal{K}_{n}^{x}+f^{x}\right)^{k}-a_{k} \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)\left(\mathcal{K}_{n}^{x}+\tilde{f}^{x}\right)^{k} \\
& =a_{k} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right) k \int_{0}^{1}\left(\xi_{s}^{x}\right)^{k-1} d s\left(f^{x}-\tilde{f}^{x}\right)+\left(\mathcal{K}_{n}^{x}+\tilde{f}^{x}\right)^{k} \int_{0}^{1} D a_{k} \circ\left(\xi_{s}^{\theta}\right) d s\left(f^{\theta}-\tilde{f}^{\theta}\right)
\end{aligned}
$$

and decomposing the last expression as $T_{11}^{y}+T_{12}^{y}$ in the obvious way, we have

$$
\begin{aligned}
\left\|T_{11}^{y}\right\|_{n+2 k-2} & \leq\left\|a_{k} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right) k \int_{0}^{1}\left(\xi_{s}^{x}\right)^{k-1} d s\right\|_{2 k-2}\left\|\left(f^{x}-\tilde{f}^{x}\right)\right\|_{n} \\
& \leq k \sup _{\mathbb{T}_{\sigma}^{d}}\left|a_{k}(\theta)\right| \sup _{s \in[0,1]} \sup _{S \times \mathbb{T}_{\sigma^{\prime}}^{d}} \frac{1}{|u|^{2 k-2}}\left|\xi_{s}^{x}(u, \theta)\right|^{k-1}\left\|f^{x}-\tilde{f}^{x}\right\|_{n} \\
& \leq k \sup _{\mathbb{T}_{\sigma}^{d}}\left|a_{k}(\theta)\right|\left(1+M_{n} \rho\right)\left\|f^{x}-\tilde{f}^{x}\right\|_{n},
\end{aligned}
$$

and $\left\|T_{12}^{y}\right\|_{n+2 k-2} \leq M_{n} \rho^{2 p-k+1}\left\|f^{\theta}-\tilde{f}^{\theta}\right\|_{n+2 p-k-1}$, where $2 p-k+1 \geq 1$.
Putting together the obtained bounds, we have

$$
\begin{aligned}
\left\|\mathcal{N}_{n, F}^{y}(f)-\mathcal{N}_{n, F}^{y}(\tilde{f})\right\|_{n+2 k-2} \leq & \left\|a_{k}\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)\left(\mathcal{K}_{n}^{x}+f^{x}\right)^{k}-a_{k}\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)\left(\mathcal{K}_{n}^{x}+\tilde{f}^{x}\right)^{k}\right\|_{n+2 k-2} \\
& +\left\|T_{2}^{y}\right\|_{n+2 k-2} \\
\leq & \left(k \sup _{\mathbb{T}_{\sigma}^{d}}\left|a_{k}(\theta)\right|+M_{n} \rho\right)\|f-\tilde{f}\|_{\mathcal{W}_{n}^{x}} .
\end{aligned}
$$

Finally we prove the result for $\mathcal{N}_{n, F}^{\theta}$ in an analogous way as for $\mathcal{N}_{n, F}^{y}$. Here we have, for each $f, \tilde{f} \in \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times}$,

$$
\begin{equation*}
\mathcal{N}_{n, F}^{\theta}(f)-\mathcal{N}_{n, F}^{\theta}(\tilde{f})=T_{1}^{\theta}+T_{2}^{\theta}, \tag{4.10}
\end{equation*}
$$

where

$$
T_{1}^{\theta}=d_{p} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)\left(\mathcal{K}_{n}^{x}+f^{x}\right)^{p}-d_{p} \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)\left(\mathcal{K}_{n}^{x}+\tilde{f}^{x}\right)^{p} \in \mathcal{W}_{n+2 p-2}
$$

and

$$
T_{2}^{\theta}=\int_{0}^{1} D B \circ \xi_{s} d s(f-\tilde{f}) \in \mathcal{W}_{n+2 p-1}
$$

Since $T_{1}^{\theta}$ contains the leading terms of (4.10) we look for a bound for $\left\|T_{1}^{\theta}\right\|_{n+2 p-2}$. We have

$$
\begin{aligned}
T_{1}^{\theta} & =d_{p} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)\left(\mathcal{K}_{n}^{x}+f^{x}\right)^{p}-d_{p} \circ\left(\mathcal{K}_{n}^{\theta}+\tilde{f}^{\theta}\right)\left(\mathcal{K}_{n}^{x}+\tilde{f}^{x}\right)^{p} \\
& =d_{p} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right) p \int_{0}^{1}\left(\xi_{s}^{x}\right)^{p-1} d s\left(f^{x}-\tilde{f}^{x}\right)+\left(\mathcal{K}_{n}^{x}+\tilde{f}^{x}\right)^{p} \int_{0}^{1} D d_{p} \circ\left(\xi_{s}^{\theta}\right) d s\left(f^{\theta}-\tilde{f}^{\theta}\right) .
\end{aligned}
$$

We decompose $T_{1}^{\theta}=T_{11}^{\theta}+T_{12}^{\theta}$. We have

$$
\begin{aligned}
\left\|T_{11}^{\theta}\right\|_{n+2 p-2} & \leq\left\|d_{p} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right) p \int_{0}^{1}\left(\xi_{s}^{x}\right)^{p-1} d s\right\|_{2 p-2}\left\|f^{x}-\tilde{f}^{x}\right\|_{n} \\
& \leq \sup _{s \in[0,1]} \sup _{S \times \mathbb{T}_{\sigma^{\prime}}^{d}} \frac{1}{|u|^{2 p-2}}\left(p\left|d_{p} \circ\left(\mathcal{K}_{n}^{\theta}+f^{\theta}\right)(u, \theta)\right|\left|\xi_{s}^{x}(u, \theta)\right|^{p-1}\right)\left\|f^{x}-\tilde{f}^{x}\right\|_{n} \\
& \leq p \sup _{\mathbb{T}_{\sigma}^{d}}\left|d_{p}(\theta)\right|\left(1+M_{n} \rho\right)\left\|f^{x}-\tilde{f}^{x}\right\|_{n},
\end{aligned}
$$

and similarly, $\left\|T_{12}^{\theta}\right\|_{n+2 p-2} \leq M_{n} \rho^{2 p-k+1}\left\|f^{\theta}-\tilde{f}^{\theta}\right\|_{n+2 p-k-1}$. The term $T_{2}^{\theta}$ is of higher order. We have $\left\|T_{2}^{\theta}\right\|_{n+2 p-2} \leq \rho\left\|T_{2}^{\theta}\right\|_{n+2 p-1}$. With these estimates we get the bound for Lip $\mathcal{N}_{n, F}^{\theta}$ claimed in the statement.

Next, we introduce some more operators.

Definition 4.8. For $n>2 p-k-1$, we denote by $\mathcal{S}_{n, R}^{\times}: \mathcal{W}_{n}^{\times} \rightarrow \mathcal{W}_{n}^{\times}$the linear operator defined component-wise as $\mathcal{S}_{n, R}^{\times}=\left(\mathcal{S}_{n, R}, \mathcal{S}_{n+k-1, R},\left(\mathcal{S}_{n+2 p-k-1, R}\right)^{d}\right)$.
Remark 4.9. Since the components of $\mathcal{S}_{n, R}^{\times}$are uncoupled, a right inverse $\left(\mathcal{S}_{n, R}^{\times}\right)^{-1}: \mathcal{W}_{n+k-1}^{\times} \rightarrow$ $\mathcal{W}_{n}^{\times}$is given by

$$
\left(\mathcal{S}_{n, R}^{\times}\right)^{-1}=\left(\mathcal{S}_{n, R}^{-1}, \mathcal{S}_{n+k-1, R}^{-1},\left(\mathcal{S}_{n+2 p-k-1, R}^{-1}\right)^{d}\right)
$$

Definition 4.10. Let $F$ be the holomorphic extension of an analytic map of the form (2.1) satisfying the hypotheses of Theorem 2.1. Given $n \geq 3$, we define $\mathcal{T}_{n, F}: \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times} \rightarrow \mathcal{W}_{n}^{\times}$by

$$
\mathcal{T}_{n, F}=\left(\mathcal{S}_{n, R}^{\times}\right)^{-1} \circ \mathcal{N}_{n, F} .
$$

Using the above operators, equations (4.4) can be written as

$$
\mathcal{S}_{n, R}^{\times} \Delta=\mathcal{N}_{n, F}(\Delta) .
$$

Lemma 4.11. There exist $m_{0}>0$ and $\rho_{0}>0$ such that if $\rho<\rho_{0}$ and $n \geq m_{0}$, we have $\mathcal{T}_{n, F}\left(\mathcal{B}_{\alpha}\right) \subseteq$ $\mathcal{B}_{\alpha}$ and $\mathcal{T}_{n, F}$ is a contraction operator in $\mathcal{B}_{\alpha}$.

Proof. By the definition of $\mathcal{T}_{n, F}$ and the norm in $\mathcal{W}_{n}^{\times}$,

$$
\begin{align*}
\operatorname{Lip} \mathcal{T}_{n, F} \leq \max \{ & \left\|\left(\mathcal{S}_{n, R}\right)^{-1}\right\| \operatorname{Lip} \mathcal{N}_{n, F}^{x},\left\|\left(\mathcal{S}_{n+k-1, R}\right)^{-1}\right\| \operatorname{Lip} \mathcal{N}_{n, F}^{y},  \tag{4.11}\\
& \left.\left\|\left(\mathcal{S}_{n+2 p-k-1, R}\right)^{-1}\right\| \operatorname{Lip} \mathcal{N}_{n, F}^{\theta}\right\} .
\end{align*}
$$

From (4.11) and the estimates obtained in Lemmas 4.5 and 4.7, given $\mu \in\left(0,(k-1)\left|\bar{R}_{k}^{x}\right| \cos \kappa\right)$, with $\kappa=\frac{k-1}{2} \beta$, there is $\rho_{0}>0$ such that for $\rho \in\left(0, \rho_{0}\right)$ we have the bound

$$
\begin{aligned}
\operatorname{Lip} \mathcal{T}_{n, F} \leq \max \{ & \left(\rho^{k+1}+\frac{1}{\mu} \frac{k-1}{n}\right)\left(\sup _{T_{\sigma}^{d}}|c(\theta)|+M_{n} \rho\right), \\
& \left.\left(\rho^{k+1}+\frac{1}{\mu} \frac{k-1}{n+k-1}\right)\left(\sup _{T_{\sigma}^{d}}\left|a_{k}(\theta)\right|+M_{n} \rho\right),\left(\rho^{k+1}+\frac{1}{\mu} \frac{k-1}{n+2 p-k-1}\right)\left(\sup _{T_{\sigma}^{d}}\left|d_{p}(\theta)\right|+M_{n} \rho\right)\right\},
\end{aligned}
$$

taking $S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d}$ as the domain of the functions of $\mathcal{B}_{\alpha}$.
Then, choosing $\rho<\rho_{0}$ small enough, it is clear that one can chose $m_{0}$ such that, for $n \geq m_{0}$, one has Lip $\mathcal{T}_{n, F}<1$.
Next we prove that one can find $\tilde{\rho}_{0}>0$, maybe smaller than $\rho_{0}$, such that taking $S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d}$, with $\rho<\tilde{\rho}_{0}$ as the domain of the functions of $\mathcal{B}_{\alpha}$, then $\mathcal{T}_{n, F}$ maps $\mathcal{B}_{\alpha}$ into itself.

For each $f \in \mathcal{B}_{\alpha}$ we can write

$$
\begin{aligned}
\left\|\mathcal{T}_{n, F}(f)\right\|_{\mathcal{W}_{n}^{\times}} & \leq\left\|\mathcal{T}_{n, F}(f)-\mathcal{T}_{n, F}(0)\right\|_{\mathcal{W}_{n}^{\times}}+\left\|\mathcal{T}_{n, F}(0)\right\|_{\mathcal{W}_{n}^{\times}} \\
& \leq \alpha \operatorname{Lip} \mathcal{T}_{n, F}+\left\|\mathcal{T}_{n, F}(0)\right\|_{\mathcal{W}_{n}^{\times}} .
\end{aligned}
$$

From the definitions of $\mathcal{T}_{n, F}$ and $\mathcal{N}_{n, F}$ we have, for each $n \in \mathbb{N}$,

$$
\mathcal{T}_{n, F}(0)=\left(\mathcal{S}_{n, R}^{\times}\right)^{-1} \circ \mathcal{N}_{n, F}(0)=\left(\mathcal{S}_{n, R}^{\times}\right)^{-1} \mathcal{G}_{n} .
$$

Also, we have $\mathcal{G}_{n}=\left(\mathcal{G}_{n}^{x}, \mathcal{G}_{n}^{y}, \mathcal{G}_{n}^{\theta}\right) \in \mathcal{W}_{n+k} \times \mathcal{W}_{n+2 k-1} \times\left(\mathcal{W}_{n+2 p-1}\right)^{p}$, and thus, for every $\varepsilon>0$, there is $\rho_{n}>0$ such that for $\rho<\rho_{n}$ one has

$$
\left\|\mathcal{T}_{n, F}(0)\right\|_{\mathcal{W}_{n}^{\times}} \leq\left\|\left(\mathcal{S}_{n, R}^{\times}\right)^{-1}\right\| \max \left\{\left\|\mathcal{G}_{n}^{x}\right\|_{n+k-1},\left\|\mathcal{G}_{n}^{y}\right\|_{n+2 k-2},\left\|\mathcal{G}_{n}^{\theta}\right\|_{n+2 p-2}\right\}<\varepsilon
$$

Moreover, since we have $\operatorname{Lip} \mathcal{T}_{n, F}<1$, we can take $\rho_{n}$ such that $\alpha \operatorname{Lip} \mathcal{T}_{n, F}+\left\|\mathcal{T}_{n, F}(0)\right\|_{\mathcal{W}_{n}^{\times}} \leq \alpha$, and then for every $\rho<\rho_{n}$ one has $\mathcal{T}_{n, F}\left(\mathcal{B}_{\alpha}\right) \subseteq \mathcal{B}_{\alpha}$. We have to take $\varepsilon \leq \alpha\left(1-\operatorname{Lip} \mathcal{T}_{n, F}\right)$.

### 4.2 The case of vector fields

In this setting, we consider approximations $\mathcal{K}_{n}: \mathbb{R} \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$ and $\mathcal{Y}_{n}: \mathbb{R} \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow$ $\mathbb{R} \times \mathbb{T}^{d}$ of solutions of equation (3.11) obtained in Section 3.2 up to a high enough order. Then, keeping $Y=\mathcal{Y}_{n}$ fixed, we look for a correction $\Delta:[0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, for some $\rho>0$, of $\mathcal{K}_{n}$, analytic on $(0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \times \Lambda$, such that the pair $K=\mathcal{K}_{n}+\Delta, Y=\mathcal{Y}_{n}$ satisfies the invariance condition

$$
\begin{equation*}
X \circ\left(\mathcal{K}_{n}+\Delta, t\right)-\partial_{(u, \theta)}\left(\mathcal{K}_{n}+\Delta\right) \cdot Y-\partial_{t}\left(\mathcal{K}_{n}+\Delta\right)=0 . \tag{4.12}
\end{equation*}
$$

To be able to deal with equation (4.12) in a suitable space of analytic functions, we rewrite the vector field (2.2) in terms of its hull function $\check{X}(x, y, \theta, \tau, \lambda)=X(x, y, \theta, t, \lambda)$, with $\tau=\nu t$ and $\nu \in \mathbb{R}^{d^{\prime}}$, and similarly for the functions that appear in its components. Hence, the corresponding differential equation reads

$$
\left(\begin{array}{c}
\dot{x}  \tag{4.13}\\
\dot{y} \\
\dot{\theta}
\end{array}\right)=\left(\begin{array}{c}
\check{c}(\theta, \tau, \lambda) y \\
\check{a}_{k}(\theta, \tau, \lambda) x^{k}+\check{A}(x, y, \theta, \tau, \lambda) \\
\omega+\check{d}_{p}(\theta, \tau, \lambda) x^{p}+\check{B}(x, y, \theta, \tau, \lambda)
\end{array}\right),
$$

where $\check{c}: \mathbb{T}^{d} \times \mathbb{T}^{d^{\prime}} \times \Lambda \rightarrow \mathbb{R}, \check{c}(\theta, \tau, \lambda)=c(\theta, t, \lambda)$, and similarly for the other quantities. Now the vector field $\check{X}$ is defined in a domain of the form $U \times \mathbb{T}^{d+d^{\prime}}$, and thus the new variables $(\theta, \tau)$ can be thought as angles.
We also introduce

$$
\check{\mathcal{K}}_{n}(u, \theta, \tau, \lambda)=\mathcal{K}_{n}(u, \theta, t, \lambda), \quad \check{Y}(u, \theta, \tau, \lambda)=Y(u, \theta, t, \lambda),
$$

and

$$
J(u, \theta, \tau, \lambda)=\binom{\check{Y}(u, \theta, \tau, \lambda)}{\nu}
$$

Therefore, equation (4.12) can be written as

$$
\begin{equation*}
\check{X} \circ\left(\check{\mathcal{K}}_{n}+\Delta, \tau\right)-D\left(\check{\mathcal{K}}_{n}+\Delta\right) \cdot J=0, \tag{4.14}
\end{equation*}
$$

and then we look for a solution $\Delta=\Delta(u, \theta, \tau, \lambda)$ with $\Delta:[0, \rho) \times \mathbb{T}^{d} \times \mathbb{T}^{d^{\prime}} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$.
The proofs of Theorems 2.5 and 2.6 are organized in a similar way as the ones of Theorems 2.1 and 2.3. As for the case of maps, we will rewrite the equation for $\Delta$ as the fixed point equation.

From Proposition 3.6, given $n$ there exist a map $\mathcal{K}_{n}$ and a vector field $Y=\mathcal{Y}_{n}$ such that

$$
X \circ\left(\mathcal{K}_{n}, t\right)-\partial_{(u, \theta)} \mathcal{K}_{n} \cdot Y-\partial_{t} \mathcal{K}_{n}=\mathcal{G}_{n},
$$

or equivalently,

$$
\begin{equation*}
\check{X} \circ\left(\check{\mathcal{K}}_{n}, \tau\right)-D \check{\mathcal{K}}_{n} \cdot J=\check{\mathcal{G}}_{n}, \tag{4.15}
\end{equation*}
$$

where $\check{\mathcal{G}}_{n}(u, \theta, \tau, \lambda)=\left(O\left(u^{n+k}\right), O\left(u^{n+2 k-1}\right), O\left(u^{n+2 p-1}\right)\right)$. Since we are looking for a stable manifold we will take the approximations corresponding to $\check{Y}=\check{\mathcal{Y}}_{n}$ with the coefficient $\bar{Y}_{k}^{x}(\lambda)<0$.
Summarizing, we look for $\rho>0$ and a map $\Delta:[0, \rho) \times \mathbb{T}^{d+d^{\prime}} \times \Lambda \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, analytic on $(0, \rho) \times \mathbb{T}^{d+d^{\prime}} \times \Lambda$ satisfying (4.14), where $\check{\mathcal{K}}_{n}$ and $J$ satisfy (4.15). Moreover, we ask $\Delta$ to be of the form $\Delta=\left(\Delta^{x}, \Delta^{y}, \Delta^{\theta}\right)=\left(O\left(u^{n}\right), O\left(u^{n+k-1}\right), O\left(u^{n+2 p-k-1}\right)\right)$.

Similarly as in Section 4.1, we write

$$
\begin{aligned}
& \check{P}(x, y, \theta, \tau, \lambda)=\check{a}_{k}(\theta, \tau, \lambda) x^{k}+\check{A}(x, y, \theta, \tau, \lambda), \\
& \check{Q}(x, y, \theta, \tau, \lambda)=\check{d}_{p}(\theta, \tau, \lambda) x^{p}+\check{B}(x, y, \theta, \tau, \lambda) .
\end{aligned}
$$

Then, using (4.15) we can rewrite (4.14) as

$$
\begin{align*}
& D \Delta^{x} \cdot J=\check{\mathcal{K}}_{n}^{y}\left[\check{c} \circ\left(\check{\mathcal{K}}_{n}^{\theta}+\Delta^{\theta}, \tau\right)-\check{c} \circ\left(\check{\mathcal{K}}_{n}^{\theta}, \tau\right)\right]+\Delta^{y} c \circ\left(\check{\mathcal{K}}_{n}^{\theta}+\Delta^{\theta}, \tau\right)+\check{\mathcal{G}}_{n}^{x}, \\
& D \Delta^{y} \cdot J=P \circ\left(\check{\mathcal{K}}_{n}+\Delta, \tau\right)-P \circ\left(\check{\mathcal{K}}_{n}, \tau\right)+\check{\mathcal{G}}_{n}^{y},  \tag{4.16}\\
& D \Delta^{\theta} \cdot J=Q \circ\left(\check{\mathcal{K}}_{n}+\Delta, \tau\right)-Q \circ\left(\check{\mathcal{K}}_{n}, \tau\right)+\check{\mathcal{G}}_{n}^{\theta} .
\end{align*}
$$

To deal with equation (4.16) we introduce function spaces and operators adapted to the vector field setting.

Definition 4.12. Given a sector $S=S(\beta, \rho), \sigma>0$ and $n \in \mathbb{N}$, let $\mathcal{Z}_{n}$, be the Banach space

$$
\begin{aligned}
& \mathcal{Z}_{n}=\left\{f: S \times \mathbb{T}_{\sigma}^{d+d^{\prime}} \times \Lambda_{\mathbb{C}} \rightarrow \mathbb{C} \mid\right. f \text { real analytic, } \\
&\left.\|f\|_{n}:=\sup _{(u, \theta, \tau, \lambda) \in S \times \mathbb{T}_{\sigma}^{d+d^{\prime}} \times \Lambda_{\mathbb{C}}} \frac{|f(u, \theta, \tau, \lambda)|}{|u|^{n}}<\infty\right\},
\end{aligned}
$$

with the norm $\|\cdot\|_{n}$.
Actually, it is exactly the same space as $\mathcal{W}_{n}$ with the functions depending on $(\theta, \tau) \in \mathbb{T}^{d+d^{\prime}}$ instead of depending on $\theta \in \mathbb{T}^{d}$.
As for the case of maps, we endow the product spaces $\prod_{i} \mathcal{Z}_{i}$ with the product norm and we define

$$
\mathcal{Z}_{n}^{\times}=\mathcal{Z}_{n} \times \mathcal{Z}_{n+k-1} \times \mathcal{Z}_{n+2 p-k-1}^{d} .
$$

Next, we set equation (4.16) in a space of holomorphic functions defined in a domain $S(\beta, \rho) \times$ $\mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}} \times \Lambda_{\mathbb{C}}$, and we look for $\Delta$ being a real analytic function of complex variables. Concretely, to solve equation (4.16), we will consider $n$ big enough and we will look for a solution, $\Delta \in \mathcal{B}_{\alpha} \subset \mathcal{Z}_{n}^{\times}$, for some $\alpha>0$.

To determine suitable values for $\alpha$ we proceed in the same way as in the case of maps. We take

$$
\alpha=\min \left\{\frac{1}{2}, \frac{b}{2}, \frac{\tilde{\sigma}}{2}\right\},
$$

where $b, \tilde{\sigma}, \sigma^{\prime}$ and $\rho$ have the same meaning as there.
Definition 4.13. Let $k \geq 2, n \geq 0, \beta<\frac{\pi}{k-1}$ and let $J: S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}} \rightarrow \mathbb{C} \times \mathbb{R}_{\sigma^{\prime}}^{d+d^{\prime}}$ be an analytic vector field of the form

$$
\begin{equation*}
J(u, \theta, \tau)=\left(Y_{k} u^{k}+O\left(u^{k+1}\right), \omega, \nu\right), \tag{4.17}
\end{equation*}
$$

with $Y_{k}<0$ and such that the term $O\left(u^{k+1}\right)$ does not depend on $(\theta, \tau)$.
We define $\mathcal{S}_{n, J}: \mathcal{Z}_{n} \rightarrow \mathcal{Z}_{n}$, as the linear operator given by

$$
\mathcal{S}_{n, J} f=D f \cdot J=\partial_{u} f \cdot J^{x}+\partial_{\theta} f \cdot \omega+\partial_{\tau} f \cdot \nu .
$$

Note that this operator has a similar notation to a linear operator used in the map setting but it is different.

The following lemma concerns the properties of the flows of vector fields of the form (4.17).

Lemma 4.14. Let $J(u, \theta, \tau)$ be as in Definition 4.13 and let $\varphi_{s}=\left(\varphi_{s}^{u}, \varphi_{s}^{\theta}, \varphi_{s}^{\tau}\right)$ be its flow. Then, $\varphi_{s}$ has the form

$$
\varphi_{s}(u, \theta, t)=\left(\varphi_{s}^{u}(u), \theta+\omega s, \tau+\nu s\right),
$$

and, for any fixed $\mu \in\left(0,(k-1)\left|Y_{k}\right| \cos \kappa\right)$, with $\kappa=\frac{k-1}{2} \beta$, there exists $\rho_{1} \in(0, \rho]$ small enough such that $\varphi_{s}^{u}(u) \in S\left(\beta, \rho_{1}\right)$ for all $u \in S\left(\beta, \rho_{1}\right)$ and $s \in[0, \infty)$. Moreover,

$$
\begin{equation*}
\left|\varphi_{s}^{u}(u)\right| \leq \frac{|u|}{\left(1+s \mu|u|^{k-1}\right)^{\frac{1}{k-1}}}, \quad \forall u \in S\left(\beta, \rho_{1}\right), \quad \forall s \in[0, \infty) . \tag{4.18}
\end{equation*}
$$

Proof. By definition, the time- $s$ flow of $J$ satisfies

$$
\begin{equation*}
\varphi_{s}(u, \theta, \tau)=(u, \theta, \tau)+\int_{0}^{s} J \circ \varphi_{s} d s, \tag{4.19}
\end{equation*}
$$

and thus, we obtain $\varphi_{s}^{\theta}(u, \theta, t)=\theta+\omega s, \varphi_{s}^{\tau}(u, \theta, t)=\tau+\nu s$, and that $\varphi_{s}^{u}$ is independent of $\theta$ and $\tau$.
Changing to complex polar coordinates, $u=r e^{i \varphi}$, equation $\dot{u}=Y_{k} u^{k}+O\left(u^{k+1}\right)$ becomes

$$
\begin{align*}
& \dot{r}=Y_{k} \cos ((k-1) \varphi) r^{k}+O\left(r^{k+1}\right),  \tag{4.20}\\
& \dot{\varphi}=Y_{k} \sin ((k-1) \varphi) r^{k-1}+O\left(r^{k}\right) . \tag{4.21}
\end{align*}
$$

In the domain $S(\beta, \rho),|(k-1) \varphi|<\kappa<\pi / 2$. It is immediately checked that, if $\rho$ is small, on the boundary of $S$, the vector field points to the interior of $S$. Indeed, at $\varphi=\beta / 2, \dot{\varphi}<0$; at $\varphi=-\beta / 2$, $\dot{\varphi}>0$; and at $r=\rho, \dot{r}<0$. For the last inequality we use that the $O\left(r^{k+1}\right)$ term in (4.20) is less that $M r^{k+1}$ if $0<r<\rho$. We take $\tilde{\mu}$ such that $0<\mu<\tilde{\mu}<(k-1)\left|Y_{k}\right| \cos \kappa$ and $\rho_{1}<\min \left\{1, \frac{\tilde{\mu}-\mu}{(k-1) M}\right\}$. Since $\cos ((k-1) \varphi)>\cos \kappa>0$ we have

$$
\dot{r} \leq Y_{k} \cos ((k-1) \varphi) r^{k}+M r^{k+1}, \quad 0<r<\rho_{1} .
$$

With the previous choices

$$
\dot{r} \leq-\frac{\tilde{\mu}}{k-1} r^{k}+M \rho r^{k} \leq-\frac{\mu}{k-1} r^{k} .
$$

Integrating the last inequality we obtain (4.18).
The following lemma states that $\mathcal{S}_{n, J}$ has a bounded right inverse and provides a bound of $\left\|\mathcal{S}_{n, J}^{-1}\right\|$.
Lemma 4.15. Given $k \geq 2$ and $n \geq 1$, the operator $\mathcal{S}_{n, J}: \mathcal{Z}_{n} \rightarrow \mathcal{Z}_{n}$ has a bounded right inverse,

$$
\mathcal{S}_{n, J}^{-1}: \mathcal{Z}_{n+k-1} \rightarrow \mathcal{Z}_{n},
$$

given by

$$
\begin{equation*}
\mathcal{S}_{n, J}^{-1} \eta=-\int_{0}^{\infty} \eta \circ \varphi_{s} d s, \quad \eta \in \mathcal{Z}_{n+k-1}, \tag{4.22}
\end{equation*}
$$

where $\varphi_{s}$ denotes the time-s flow of $J$.
Moreover, for any fixed $\mu \in\left(0,(k-1)\left|Y_{k}^{x}\right| \cos \kappa\right)$, with $\kappa=\frac{k-1}{2} \beta$, there exists $\rho>0$ such that, taking $S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}}$ as the domain of the functions of $\mathcal{Z}_{n+k-1}$, we have

$$
\left\|\left(\mathcal{S}_{n, J}\right)^{-1}\right\| \leq \frac{1}{\mu} \frac{k-1}{n}
$$

From Lemma 4.14 we have that $\varphi_{s}^{u}(u, \theta, \tau)$ belongs to $S(\beta, \rho)$ for all $s \in[0, \infty)$. Then clearly one has that $\varphi_{s} \in S(\beta, \rho) \times \mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}}$ and the composition $\eta \circ \varphi_{s}$ is well defined for all $s \geq 0$. Using again Lemma 4.14 we have, for $\rho$ small enough,

$$
\left|\eta \circ \varphi_{s}(u, \theta, \tau)\right| \leq\|\eta\|_{n+k-1} \frac{1}{(\mu s)^{\left(1+\frac{n}{k-1}\right)}}, \quad \forall(u, \theta, \tau) \in S \times \mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}}, \quad \forall s \in[0, \infty)
$$

so that the integral (4.22) converges uniformly on $S \times \mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}}$.
Proof. To show that (4.22) is a formal expression for a right inverse of $\mathcal{S}_{n, J}$, we recall that $\varphi_{s}(u, \theta, \tau)=$ $\left(\varphi_{s}^{u}(u), \theta+\omega s, \tau+\nu s\right)$ is the time- $s$ flow of $J$. By differentiating under the integral sign one has

$$
\mathcal{S}_{n, J} \circ\left(\mathcal{S}_{n, J}\right)^{-1} \eta=-\int_{0}^{\infty} \partial_{u}\left(\eta \circ \varphi_{s}\right) d s J^{x}-\int_{0}^{\infty} \partial_{\theta}\left(\eta \circ \varphi_{s}\right) d s \cdot \omega-\int_{0}^{\infty} \partial_{\tau}\left(\eta \circ \varphi_{s}\right) d s \cdot \nu .
$$

Moreover, the following relations hold true,

$$
\begin{align*}
\int_{0}^{\infty} \partial_{\theta}\left(\eta \circ \varphi_{s}\right) d s \cdot \omega & =\int_{0}^{\infty} \partial_{\theta} \eta \circ \varphi_{s} \partial_{s} \varphi_{s}^{\theta} d s \\
\int_{0}^{\infty} \partial_{\tau}\left(\eta \circ \varphi_{s}\right) d s \cdot \nu & =\int_{0}^{\infty} \partial_{\tau} \eta \circ \varphi_{s} \partial_{s} \varphi_{s}^{\tau} d s  \tag{4.23}\\
\int_{0}^{\infty} \partial_{u}\left(\eta \circ \varphi_{s}\right) d s J^{x} & =\int_{0}^{\infty} \partial_{u} \eta \circ \varphi_{s} \partial_{s} \varphi_{s}^{u} d s
\end{align*}
$$

Indeed, the first two equalities above are immediate. To prove the third one, observe that we have

$$
\begin{equation*}
\int_{0}^{\infty} \partial_{u}\left(\eta \circ \varphi_{s}\right) J^{x} d s=\int_{0}^{\infty} \partial_{u} \eta \circ \varphi_{s} \partial_{u} \varphi_{s}^{u} J^{x} \frac{J^{x} \circ \varphi_{s}}{J^{x} \circ \varphi_{s}} d s=\int_{0}^{\infty} g(s, u) h(s, u) d s \tag{4.24}
\end{equation*}
$$

where $g(s, u)=\partial_{u} \eta \circ \varphi_{s} J^{x} \circ \varphi_{s}$ and $h(s, u)=\partial_{u} \varphi_{s}^{u} \frac{J^{x}}{J^{x} \circ \varphi_{s}}$.
We have that $\partial_{s} h(s, u)=0$ and then $h(s, u)=h(0, u)=1$ for all $s \geq 0$.
Therefore, from (4.24) we have

$$
\int_{0}^{\infty} \partial_{u}\left(\eta \circ \varphi_{s}\right) J^{x} d s=\int_{0}^{\infty} g(s, u) d s=\int_{0}^{\infty} \partial_{u} \eta \circ \varphi_{s} \partial_{s} \varphi_{s}^{u} d s
$$

so that the third equality of (4.23) is proved. Finally, using (4.23) we obtain

$$
\mathcal{S}_{n, J} \circ\left(\mathcal{S}_{n, J}\right)^{-1} \eta=-\int_{0}^{\infty} \partial_{s}\left(\eta \circ \varphi_{s}\right) d s=\eta \circ \varphi_{0}-\lim _{s \rightarrow \infty} \eta \circ \varphi_{s}=\eta .
$$

Now we check that $\mathcal{S}_{n, J}^{-1}$ is bounded on $\mathcal{Z}_{n+k-1}$. From (4.22) and Lemma 4.14, one has

$$
\begin{aligned}
\left\|\left(\mathcal{S}_{n, J}\right)^{-1} \eta\right\|_{n} & \leq \sup _{S \times \mathbb{T}_{\sigma^{\prime}}^{d+d^{\prime}}} \frac{1}{|u|^{n}} \int_{0}^{\infty}\left|\left(\eta \circ \varphi_{s}\right)(u, \theta, \tau)\right| d s \\
& \leq\|\eta\|_{n+k-1} \sup _{S} \frac{1}{|u|^{n}} \int_{0}^{\infty}\left(\frac{|u|}{\left(1+s \mu|u|^{k-1}\right)^{1 / k-1}}\right)^{n+k-1} d s \leq \frac{1}{\mu} \frac{k-1}{n}\|\eta\|_{n+k-1}
\end{aligned}
$$

Definition 4.16. Let $X$ be a vector field satisfying the hypotheses of Theorem 2.5, and let $\check{X}(x, y, \theta, \tau)=$ $X(x, y, \theta, t)$, defined in $U_{\mathbb{C}} \times \mathbb{T}_{\sigma}^{d+d^{\prime}}$. Given $n \geq 3$, we introduce $\mathcal{N}_{n, X}=\left(\mathcal{N}_{n, X}^{x}, \mathcal{N}_{n, X}^{y}, \mathcal{N}_{n, X}^{\theta}\right): \mathcal{B}_{\alpha} \subset$ $\mathcal{Z}_{n}^{\times} \rightarrow \mathcal{Z}_{n+k-1}^{\times}$, by

$$
\begin{aligned}
& \mathcal{N}_{n, X}^{x}(f)=\check{\mathcal{K}}_{n}^{y}\left[\check{c} \circ\left(\check{\mathcal{K}}_{n}^{\theta}+f^{\theta}, \tau\right)-\check{c} \circ\left(\check{\mathcal{K}}_{n}^{\theta}, \tau\right)\right]+f^{y} \check{c} \circ\left(\check{\mathcal{K}}_{n}^{\theta}+f^{\theta}, \tau\right)+\check{\mathcal{G}}_{n}^{x}, \\
& \mathcal{N}_{n, X}^{y}(f)=P \circ\left(\check{\mathcal{K}}_{n}+f, \tau\right)-P \circ\left(\check{\mathcal{K}}_{n}, \tau\right)+\check{\mathcal{G}}_{n}^{y}, \\
& \mathcal{N}_{n, X}^{\theta}(f)=Q \circ\left(\check{\mathcal{K}}_{n}+f, \tau\right)-Q \circ\left(\check{\mathcal{K}}_{n}, \tau\right)+\check{\mathcal{G}}_{n}^{\theta} .
\end{aligned}
$$

With the previously introduced parameters, the operators $\mathcal{N}_{n, X}$ are Lipschitz.
Lemma 4.17. For each $n \geq 3$, there exists a constant, $M_{n}>0$, such that

$$
\begin{aligned}
& \operatorname{Lip} \mathcal{N}_{n, X}^{x} \leq \sup _{(\theta, \tau) \in \mathbb{T}_{\sigma}^{d+d^{d^{\prime}}}}|\check{c}(\theta, \tau)|+M_{n} \rho, \\
& \operatorname{Lip} \mathcal{N}_{n, X}^{y} \leq k \sup _{(\theta, \tau) \in \mathbb{T}_{\sigma}^{d+d^{\prime}}}\left|\check{a}_{k}(\theta, \tau)\right|+M_{n} \rho, \\
& \operatorname{Lip} \mathcal{N}_{n, X}^{\theta} \leq p \sup _{(\theta, \tau) \in \mathbb{T}_{\sigma}^{d+d^{\prime}}}\left|\check{d}_{p}(\theta, \tau)\right|+M_{n} \rho,
\end{aligned}
$$

where $\rho$ is the radius of the sector $S(\beta, \rho)$.
The proof is completely analogous to the one of Lemma 4.7, with the only difference that here the vector field $\check{X}$ and the functions of $\mathcal{B}_{\alpha}$ also depend on $\tau$. It will be omitted.

Definition 4.18. For $n>2 p-k-1$, we denote by $\mathcal{S}_{n, J}^{\times}: \mathcal{Z}_{n}^{\times} \rightarrow \mathcal{Z}_{n}^{\times}$the linear operator defined component-wise as $\mathcal{S}_{n, J}^{\times}=\left(\mathcal{S}_{n, J}, \mathcal{S}_{n+k-1, J},\left(\mathcal{S}_{n+2 p-k-1, J}\right)^{d}\right)$.

With these operators, we can write equations (4.16) as

$$
\mathcal{S}_{n, J}^{\times} \Delta=\mathcal{N}_{n, X}(\Delta) .
$$

Similarly as in Section 4.1, the inverse operator $\left(\mathcal{S}_{n, J}^{\times}\right)^{-1}$ is given by

$$
\left(\mathcal{S}_{n, J}^{\times}\right)^{-1}=\left(\mathcal{S}_{n, J}^{-1}, \mathcal{S}_{n+k-1, J}^{-1},\left(\mathcal{S}_{n+2 p-k-1, J}^{-1}\right)^{d}\right) .
$$

Definition 4.19. Let $X$ be a vector field satisfying the hypotheses of Theorem 2.5, and let $\check{X}(x, y, \theta, \tau)=$ $X(x, y, \theta, t)$, defined in $U_{\mathbb{C}} \times \mathbb{T}_{\sigma}^{d} \times \mathbb{T}_{\sigma}^{d^{\prime}}, U_{\mathbb{C}} \subset \mathbb{C}^{2}$. Given $n \geq 3$, we define $\mathcal{T}_{n, X}: \mathcal{B}_{\alpha} \subset \mathcal{Z}_{n}^{\times} \rightarrow \mathcal{Z}_{n}^{\times}$by

$$
\mathcal{T}_{n, X}=\left(\mathcal{S}_{n, J}^{\times}\right)^{-1} \circ \mathcal{N}_{n, X} .
$$

Lemma 4.20. There exist $m_{0}>0$ and $\rho_{0}>0$ such that if $\rho<\rho_{0}$, then, for every $n \geq m_{0}$, we have $\mathcal{T}_{n, X}\left(\mathcal{B}_{\alpha}\right) \subseteq \mathcal{B}_{\alpha}$ and $\mathcal{T}_{n, X}$ is a contraction operator in $\mathcal{B}_{\alpha}$.

The proof is completely analogous to the one of Lemma 4.11 and will be omitted.

## 5 Proofs of the main results

### 5.1 The case of maps

Proof of Theorem 2.1. Let $m_{0}$ be the integer provided by Lemma 4.11, and let $n_{0}=\max \left\{m_{0}, k+1\right\}$. We take the maps $\mathcal{K}_{n_{0}}$ and $R=\mathcal{R}_{n_{0}}$ given by Proposition 3.2, which satisfy

$$
\mathcal{G}_{n_{0}}(u, \theta)=F\left(\mathcal{K}_{n_{0}}(u, \theta)\right)-\mathcal{K}_{n_{0}}(R(u, \theta))=\left(O\left(u^{n_{0}+k}\right), O\left(u^{n_{0}+2 k-1}\right), O\left(u^{n_{0}+2 p-1}\right)\right) .
$$

We will look for $\rho>0$ and for a differentiable function $\Delta:[0, \rho) \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}, \Delta$ analytic in $(0, \rho) \times \mathbb{T}^{d}$, satisfying

$$
\begin{equation*}
F \circ\left(\mathcal{K}_{n_{0}}+\Delta\right)-\left(\mathcal{K}_{n_{0}}+\Delta\right) \circ R=0 . \tag{5.1}
\end{equation*}
$$

Next, consider the holomorphic extension of $F$ to a neighborhood $U_{\mathbb{C}} \times \mathbb{T}_{\sigma}^{d}$ of $(0,0) \times \mathbb{T}^{d}$, where $U_{\mathbb{C}} \subset \mathbb{C}^{2}$ contains the closed ball of radius $b>0$ and take $\alpha=\min \left\{\frac{1}{2}, \frac{b}{2}, \frac{\tilde{\sigma}}{2}\right.$, \}, with $0<\tilde{\sigma}<\sigma$. With this setting we rewrite (5.1) as

$$
\begin{aligned}
\Delta^{x} \circ R-\Delta^{x} & =\mathcal{K}_{n}^{y}\left[c \circ\left(\mathcal{K}_{n}^{\theta}+\Delta^{\theta}\right)-c \circ \mathcal{K}_{n}^{\theta}\right]+\Delta^{y} c \circ\left(\mathcal{K}_{n}^{\theta}+\Delta^{\theta}\right)+\mathcal{G}_{n}^{x}, \\
\Delta^{y} \circ R-\Delta^{y} & =P \circ\left(\mathcal{K}_{n}+\Delta\right)-P \circ \mathcal{K}_{n}+\mathcal{G}_{n}^{y}, \\
\Delta^{\theta} \circ R-\Delta^{\theta} & =Q \circ\left(\mathcal{K}_{n}+\Delta\right)-Q \circ \mathcal{K}_{n}+\mathcal{G}_{n}^{\theta},
\end{aligned}
$$

with $\Delta \in \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times}$, or using the operators defined in the previous section,

$$
\Delta=\mathcal{T}_{n_{0}, F}(\Delta), \quad \Delta \in \mathcal{B}_{\alpha}
$$

By Lemma 4.11, since $n_{0} \geq m_{0}$, we have that $\mathcal{T}_{n_{0}, F}$ maps $\mathcal{B}_{\alpha}$ into itself and is a contraction. Then it has a unique fixed point, $\Delta^{\infty} \in \mathcal{B}_{\alpha}$. Note that this solution is unique once $\mathcal{K}_{n_{0}}$ is fixed. Finally, $K=\mathcal{K}_{n_{0}}+\Delta^{\infty}$ satisfies the conditions in the statement.
The $C^{1}$ character of $K$ at the origin follows from the order condition of $K$ at 0 .
Proof of Theorem 2.3. Let $m_{0}$ be the integer provided by Lemma 4.11, and let $n_{0}=\max \left\{m_{0}, k+1\right\}$. We distinguish two cases: the value of $n$ given in the statement is such that $n<n_{0}$ or $n \geq n_{0}$. In the first first case we start looking for a better approximation $\mathcal{K}^{*}$ of the form

$$
\mathcal{K}^{*}(u, \theta)=\widehat{K}(u, \theta)+\sum_{j=n+1}^{n_{0}+1} \widehat{K}_{j}(u, \theta),
$$

with

$$
\widehat{K}_{j}(u, \theta)=\left(\begin{array}{c}
\bar{K}_{j}^{x} u^{j}+\widetilde{K}_{j+k-1}^{x}(\theta) u^{j+k-1}  \tag{5.2}\\
\bar{K}_{j+k-1}^{y} u^{j+k-1}+\widetilde{K}_{j+2 k-2}^{y}(\theta) u^{j+2 k-2} \\
\bar{K}_{j+2 p-k-1}^{\theta} u^{j+2 p-k-1}+\widetilde{K}_{j+2 p-2}^{\theta}(\theta) u^{j+2 p-2}
\end{array}\right)
$$

and for

$$
\mathcal{R}^{*}(u, \theta)=\widehat{R}(u, \theta)+\sum_{j=n+1}^{n_{0}+1} \widehat{R}_{j}(u),
$$

with

$$
\widehat{R}_{j}^{x}(u)=\left\{\begin{array}{ll}
\delta_{j, k+1} \bar{R}_{2 k-1}^{x} t^{2 k-1} & \text { if } n \leq k,  \tag{5.3}\\
0 & \text { if } n>k,
\end{array} \quad \widehat{R}_{j}^{\theta}(u)=0\right.
$$

In the secon case, when $n \geq n_{0}$, we take $\mathcal{K}^{*}=\widehat{K}+\widehat{K}_{n+1}$ and $\mathcal{R}^{*}=\widehat{R}+\widehat{R}_{n+1}$, with $\widehat{K}_{n+1}$ and $\widehat{R}_{n+1}$ again as in (5.2) and (5.3), respectively. We introduce

$$
n^{*}= \begin{cases}n_{0} & \text { if } n<n_{0} \\ n+1 & \text { if } n \geq n_{0}\end{cases}
$$

The coefficients $\widehat{K}_{j}$ and $\widehat{R}_{j}, n+1 \leq j \leq n_{0}$, are obtained imposing the condition

$$
F\left(\mathcal{K}^{*}(u, \theta)\right)-\mathcal{K}^{*}\left(\mathcal{R}^{*}(u, \theta)\right)=\left(O\left(u^{n^{*}+k}\right), O\left(u^{n^{*}+2 k-1}\right), O\left(u^{n^{*}+2 p-1}\right)\right) .
$$

Indeed, proceeding as in Proposition 3.2, we obtain these coefficients iteratively. We denote $\mathcal{K}_{j}(u, \theta)=\widehat{K}(u, \theta)+\sum_{m=n+1}^{j} \widehat{K}_{m}(u, \theta)$ and $\mathcal{R}_{j}(u, \theta)=\widehat{R}(u, \theta)+\sum_{m=n+1}^{j} \widehat{R}_{m}(u)$ for $j \geq n+1$. In the iterative step we have

$$
F\left(\mathcal{K}_{j}(u, \theta)\right)-\mathcal{K}_{j}\left(\mathcal{R}_{j}(u, \theta)\right)=\left(O\left(u^{j+k}\right), O\left(u^{j+2 k-1}\right), O\left(u^{j+2 p-1}\right)\right) .
$$

Then,

$$
\begin{aligned}
F\left(\mathcal{K}_{j}(u, \theta)+\widehat{K}_{j+1}(u, \theta)\right)- & \left(\mathcal{K}_{j}+\widehat{K}_{j+1}\right) \circ\left(\mathcal{R}_{j}(u, \theta)+\widehat{R}_{j+1}(u)\right) \\
= & F\left(\mathcal{K}_{j}(u, \theta)\right)-\mathcal{K}_{j}\left(\mathcal{R}_{j}(u, \theta)\right) \\
& +D F\left(\mathcal{K}_{j}(u, \theta)\right) \widehat{K}_{j+1}(u, \theta)-\widehat{K}_{j+1}\left(\mathcal{R}_{j}(u, \theta)+\widehat{R}_{j+1}(u)\right) \\
& +\int_{0}^{1}(1-s) D^{2} F\left(\mathcal{K}_{j}(u, \theta)+s \widehat{K}_{j+1}(u, \theta)\right) d s\left(\widehat{K}_{j+1}(u, \theta)\right)^{\otimes 2} \\
& -D \mathcal{K}_{j}\left(\mathcal{R}_{j}(u, \theta)\right) \widehat{R}_{j+1}(u) \\
& -\int_{0}^{1}(1-s) D^{2} \mathcal{K}_{j}\left(\mathcal{R}_{j}(u, \theta)+s \widehat{R}_{j+1}(u)\right) d s\left(\widehat{R}_{j+1}(u)\right)^{\otimes 2} .
\end{aligned}
$$

The condition

$$
F\left(\mathcal{K}_{j+1}(u, \theta)\right)-\mathcal{K}_{j+1}\left(\mathcal{R}_{j+1}(u, \theta)\right)=\left(O\left(u^{j+k+1}\right), O\left(u^{j+2 k}\right), O\left(u^{j+2 p}\right)\right)
$$

leads to equations (3.6) and (3.7) in Proposition 3.2, which we solve in the same way.
From this point we can proceed as in the proof of Theorem 2.1 and look for $\Delta \in \mathcal{B}_{\alpha} \subset \mathcal{W}_{n}^{\times}$such that the pair $K=\mathcal{K}^{*}+\Delta, R=\mathcal{R}^{*}$ satisfies $F \circ K=K \circ R$.

Finally, for the map $K$, we also have

$$
\begin{aligned}
K(u, \theta)-\widehat{K}(u, \theta) & =\mathcal{K}^{*}(u, \theta)-\widehat{K}(u, \theta)+\Delta(u, \theta) \\
& =\sum_{j=n+1}^{n^{*}} \widehat{K}_{j}(u, \theta)+\Delta(u, \theta) \\
& =\left(O\left(u^{n+1}\right), O\left(u^{n+k}\right), O\left(u^{n+2 p-k}\right)\right)+\left(O\left(u^{n^{*}}\right), O\left(u^{n^{*}+k-1}\right), O\left(u^{n^{*}+2 p-k-1}\right)\right) .
\end{aligned}
$$

Since $n^{*} \geq n+1$ we have $n+2 p-k \leq n^{*}+2 p-k-1$, and therefore,

$$
K(u, \theta)-\widehat{K}(u, \theta)=\left(O\left(u^{n+1}\right), O\left(u^{n+k}\right), O\left(u^{n+2 p-k}\right)\right) .
$$

For the map $R$ we have

$$
R(t, \theta)-\widehat{R}(u, \theta)=\mathcal{R}^{*}(u, \theta)-\widehat{R}(u, \theta)=\sum_{j=n+1}^{n^{*}} \widehat{R}_{j}(u)= \begin{cases}\left(O\left(u^{2 k-1}\right), 0\right) & \text { if } n \leq k, \\ (0,0) & \text { if } n>k .\end{cases}
$$

### 5.2 The case of vector fields

Proof of Theorem 2.5. Let $m_{0}$ be the integer provided by Lemma 4.20, and let $n_{0}=\max \left\{m_{0}, k+1\right\}$. We take the approximations $\mathcal{K}_{n_{0}}$ and $Y=\mathcal{Y}_{n_{0}}$ given by Proposition 3.6, which satisfy

$$
\begin{aligned}
\mathcal{G}_{n_{0}}(u, \theta, t) & =X\left(\mathcal{K}_{n_{0}}(u, \theta, t), t\right)-\partial_{(u, \theta)} \mathcal{K}_{n_{0}}(u, \theta, t) \cdot Y(u, \theta, t)-\partial_{t} \mathcal{K}_{n_{0}}(u, \theta, t) \\
& =\left(O\left(u^{n_{0}+k}\right), O\left(u^{n_{0}+2 k-1}\right), O\left(u^{n_{0}+2 p-1}\right)\right) .
\end{aligned}
$$

We will look for $\rho>0$ and a function $\Delta:[0, \rho) \times \mathbb{T}^{d} \times \mathbb{R} \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}, \Delta$ analytic in $(0, \rho) \times \mathbb{T}^{d} \times \mathbb{R}$, satisfying

$$
\begin{equation*}
X \circ\left(\mathcal{K}_{n_{0}}+\Delta, t\right)-\partial_{(u, \theta)}\left(\mathcal{K}_{n_{0}}+\Delta\right) \cdot Y-\partial_{t}\left(\mathcal{K}_{n_{0}}+\Delta\right)=0 . \tag{5.4}
\end{equation*}
$$

Let $\check{X}(x, y, \theta, \tau)=X(x, y, \theta, t)$ be the hull function of $X$ and consider the holomorphic extension of $\check{X}$ to a neighborhood $U_{\mathbb{C}} \times \mathbb{T}_{\sigma}^{d+d^{\prime}}$ of $(0,0) \times \mathbb{T}^{d+d^{\prime}}$, where $U_{\mathbb{C}} \subset \mathbb{C}^{2}$ contains the closed ball of radius $b>0$, and we also take $\alpha=\min \left\{\frac{1}{2}, \frac{b}{2}, \frac{\tilde{\sigma}}{2}\right\}$ with $0<\tilde{\sigma}<\sigma$. This setting allows to rewrite (5.4) as

$$
\begin{aligned}
& D \Delta^{x} \cdot J=\check{\mathcal{K}}_{n}^{y}\left[\check{c} \circ\left(\check{\mathcal{K}}_{n}^{\theta}+\Delta^{\theta}, \tau\right)-\check{c} \circ\left(\check{\mathcal{K}}_{n}^{\theta}, \tau\right)\right]+\Delta^{y} c \circ\left(\check{\mathcal{K}}_{n}^{\theta}+\Delta^{\theta}, \tau\right)+\check{\mathcal{G}}_{n}^{x}, \\
& D \Delta^{y} \cdot J=P \circ\left(\check{\mathcal{K}}_{n}+\Delta, \tau\right)-P \circ\left(\check{\mathcal{K}}_{n}, \tau\right)+\check{\mathcal{G}}_{n}^{y}, \\
& D \Delta^{\theta} \cdot J=Q \circ\left(\check{\mathcal{K}}_{n}+\Delta, \tau\right)-Q \circ\left(\check{\mathcal{K}}_{n}, \tau\right)+\check{\mathcal{G}}_{n}^{\theta},
\end{aligned}
$$

with $\Delta \in \mathcal{B}_{\alpha} \subset \mathcal{Z}_{n}^{\times}$, or using the operators defined in the vector field setting,

$$
\Delta=\mathcal{T}_{n_{0}, X}(\Delta), \quad \Delta \in \mathcal{B}_{\alpha}
$$

By Lemma 4.20 , since $n_{0} \geq m_{0}$, we have that $\mathcal{T}_{n_{0}, X}$ maps $\mathcal{B}_{\alpha}$ into itself and is a contraction. Then it has a unique fixed point, $\Delta^{\infty} \in \mathcal{B}_{\alpha}$. Note that this solution is unique once $\check{\mathcal{K}}_{n_{0}}$ is fixed. Finally we take $\widetilde{\Delta}^{\infty}(u, \theta, t)=\Delta^{\infty}(u, \theta, \tau)$, and then $K=\mathcal{K}_{n_{0}}+\widetilde{\Delta}^{\infty}$ satisfies the conditions in the statement. Again, the $C^{1}$ character of $K$ at the origin follows from the order condition of $K$ at $u=0$.

Proof of Theorem 2.6. The proof is completely analogous to the one of Theorem 2.3, taking into account that now we are in the vector field setting. In the last step we use the same argument as in the proof of Theorem 2.5.

## 6 Appendix

### 6.1 Proof of Theorem 2.4

The proof consists in doing a number of changes of variables that transforms the map into a new map such that their $x$ and $y$-components are independent on the angles up to order $k$ included, and has the form of the maps studied in [9]. Then we can use the inequalities obtained in that paper to get the uniqueness.
We write the map in the form

$$
F\left(\begin{array}{c}
x  \tag{6.1}\\
y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
x+c(\theta) y \\
y+a_{k}(\theta) x^{k}+A_{k-1}(x, y, \theta) y+A_{k+1}(x, y, \theta) \\
\theta+\omega+d_{p}(\theta) x^{p}+B_{p-1}(x, y, \theta) y+B_{p+1}(x, y, \theta)
\end{array}\right)
$$

where $A_{k-1}$ and $B_{p-1}$ are homogeneous polynomials of degree $k-1$ and $p-1$ in $x, y$, respectively, depending on $\theta$, and $A_{k+1}$ and $B_{p+1}$ are function of order $k+1$ and $p+1$ respectively. We recall that $2 p>k-1$. Moreover, it is convenient to assume that $p \leq k$. If not, terms of order $p$ can be put in a remainder of order $k+1$.
In this proof we will write $O_{j}$ for a term of order $j$ in the variables $x y$ and $O\left(x^{\ell} y^{m}\right)$ for a term of order $x^{\ell} y^{m}$. Both terms may depend on $\theta$.
We start doing some steps of averaging. We consider changes of the form

$$
\begin{align*}
& \Phi_{1}(x, y, \theta)=\left(x+\phi(\theta) x^{\ell} y^{m}, y, \theta\right),  \tag{6.2}\\
& \Phi_{2}(x, y, \theta)=\left(x, y+\phi(\theta) x^{\ell} y^{m}, \theta\right),  \tag{6.3}\\
& \Phi_{3}(x, y, \theta)=\left(x, y, \theta+\phi(\theta) x^{\ell} y^{m}\right), \tag{6.4}
\end{align*}
$$

to average the monomials of order $x^{\ell} y^{m}$ in the $x, y$ and $\theta$ components, respectively. These changes may introduce new terms of order bigger or equal than $\ell+m$ in any component. Below we do a study of the terms that appear. First we do a change of the form (6.2) with $\ell=0$ and $m=1$ to average the term $c(\theta) y$. We obtain

$$
F^{(1)}\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
x+\phi(\theta) y+c(\theta) y-\phi(\hat{\theta})\left(y+a_{k}(\theta) x^{k}+y O_{k-1}+O_{k+1}\right) \\
y+a_{k}(\theta)(x+\phi(\theta) y)^{k}+A_{k-1}(\hat{x}, y, \theta) y+A_{k+1}(\hat{x}, y, \theta) \\
\theta+\omega+d_{p}(\theta)(x+\phi(\theta) y)^{p}+B_{p-1}(\hat{x}, y, \theta) y+B_{p+1}(\hat{x}, y, \theta)
\end{array}\right)
$$

where $\hat{x}=x+\phi(\theta) y$ and $\hat{\theta}=\theta+\omega+d_{p}(\theta)(x+\phi(\theta) y)^{p}+B_{p-1}(\hat{x}, y, \theta) y+B_{p+1}(\hat{x}, y, \theta)$.
We can rewrite the first component as

$$
x+(\phi(\theta)+c(\theta)-\phi(\theta+\omega)) y+(\phi(\theta+\omega)-\phi(\hat{\theta})) y-\phi(\hat{\theta}) O\left(x^{k}\right)+y O_{k-1}+O_{k+1},
$$

and writing $c=\bar{c}+\tilde{c}$, by the small divisors lemma there exists a unique zero average function $\phi$ such that

$$
\phi(\theta+\omega)-\phi(\theta)=\tilde{c}(\theta)
$$

and taking $\phi$ as such solution the first component becomes

$$
x+\bar{c} y+y\left(O_{p}+O_{k-1}\right)+O_{k}=: C_{p}(x, y, \theta) y+C_{k}(x, y, \theta) .
$$

The second and third components have the same structure and the same lower order terms $y+$ $a_{k}(\theta) x^{k}$ and $\theta+\omega+d_{p}(\theta) x^{p}$, respectively, as $F$. Thus we have

$$
F^{(1)}\left(\begin{array}{l}
x  \tag{6.5}\\
y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
x+\bar{c} y+C_{p}(x, y, \theta) y+C_{k}(x, y, \theta) \\
y+a_{k}(\theta) x^{k}+A_{k-1}(x, y, \theta) y+A_{k+1}(x, y, \theta) \\
\theta+\omega+d_{p}(\theta) x^{p}+B_{p-1}(x, y, \theta) y+B_{p+1}(x, y, \theta)
\end{array}\right),
$$

with new functions $A^{\prime} s$ and $B^{\prime} s$ of the same form as the ones in (6.1).
The changes $\Phi_{1}, \Phi_{3}$ and $\Phi_{3}$ applied to $F^{(1)}$ give new maps with the same structure and with coefficients averaged, provided we choose a suitable $\phi$. Concretely, the change $\Phi_{1}$, used for $\ell+m \geq$
$p+1$, produces

$$
\begin{aligned}
& \Phi_{1}^{-1} \circ F^{(1)} \circ \Phi_{1}\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right) \\
= & \left(\begin{array}{c}
x+\phi(\theta) x^{\ell} y^{m}+\bar{c} y++C_{p}(\hat{x}, y, \theta) y+C_{k}(\hat{x}, y, \theta)-\phi(\hat{\theta})\left(x+\bar{c} y+O_{\ell+m}\right)^{\ell}\left(y+O\left(x^{k}\right)\right)^{m}+O_{k+1} \\
y+a_{k}(\theta)\left(x+\phi(\theta) x^{\ell} y^{m}\right)^{k}+A_{k-1}(\hat{x}, y, \theta) y+A_{k+1}(\hat{x}, y, \theta) \\
\theta+\omega+d_{p}(\theta)\left(x+\phi(\theta) x^{\ell} y^{m}\right)^{p}+B_{p-1}(\hat{x}, y, \theta) y+B_{p+1}(\hat{x}, y, \theta)
\end{array}\right.
\end{aligned}
$$

where $\hat{x}=x+\phi(\theta) x^{\ell} y^{m}$ and $\hat{\theta}=\theta+\omega+d_{p}(\theta)\left(x+\phi(\theta) x^{\ell} y^{m}\right)^{p}+B_{p-1}(\hat{x}, y, \theta) y+B_{p+1}(\hat{x}, y, \theta)$.
The change $\Phi_{2}$, used for, used for $\ell+m=k$, produces

$$
\begin{aligned}
& \Phi_{2}^{-1} \circ F^{(1)} \circ \Phi_{2}\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right) \\
& =\left(\begin{array}{c}
x+\bar{c} \hat{y}+C_{p}(x, \hat{y}, \theta) \hat{y}+C_{k}(x, \hat{y}, \theta) \\
y+\phi(\theta) x^{\ell} y^{m}+a_{k}(\theta) x^{k}+A_{k-1}(x, \hat{y}, \theta) y+A_{k+1}(x, \hat{y}, \theta)-\phi(\hat{\theta})(x+\bar{c} \hat{y})^{\ell} y^{m}+O_{k+1} \\
\theta+\omega+d_{p}(\theta) x^{p}+B_{p-1}(x, \hat{y}, \theta) \hat{y}+B_{p+1}(x, \hat{y}, \theta)
\end{array}\right),
\end{aligned}
$$

where $\hat{y}=y+\phi(\theta) x^{\ell} y^{m}$ and $\hat{\theta}=\theta+\omega+d_{p}(\theta) x^{p}+B_{p-1}(x, \hat{y}, \theta) \hat{y}+B_{p+1}(x, \hat{y}, \theta)$.
And the change $\Phi_{3}$, used when $\ell+m \geq p$, produces

$$
\begin{aligned}
& \Phi_{3}^{-1} \circ F^{(1)} \circ \Phi_{3}\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right) \\
& =\left(\begin{array}{c}
x+\bar{c} y+C_{p}(x, y, \hat{\theta}) y+C_{k}(x, y, \hat{\theta}) \\
y+a_{k}(\hat{\theta}) x^{k}+A_{k-1}(x, y, \hat{\theta}) y+A_{k+1}(x, y, \hat{\theta}) \\
\theta+\phi(\theta) x^{\ell} y^{m}+\omega+d_{p}(\hat{\theta}) x^{p}+B_{p-1}(x, y, \hat{\theta}) y+B_{p+1}(x, y, \hat{\theta})-\phi(\hat{\theta}+\omega)(x+\bar{c} y)^{\ell} y^{m}+O_{k}
\end{array}\right)
\end{aligned}
$$

where $\hat{\theta}=\theta+\phi(\theta) x^{\ell} y^{m}$.
Now we do several changes of the form $\Phi_{3}$ to average the terms of order $p$ of the third component. This may introduce new terms of the same order but with a higher value of the exponent of $y$. In this procedure we use the small divisors lemma in a completely analogous way as we did to arrive to (6.5). Thus, we start averaging the term $x^{p}$, then the term $x^{p-1} y$ and so on until the term $y^{p}$ which can be averaged without introducing new terms of order $p$. These changes introduce terms of order $y O_{2 p}$ in the first component and terms of order $y O_{k+p-1}$ in the second one. Since $2 p>k-1$, both kind of terms are of order $k+1$ or bigger.
Then we proceed doing changes of the form $\Phi_{3}$ and $\Phi_{1}$ to average the terms of order $p+1$ and higher starting with the terms $x^{j}$ and ending with $y^{j}$ when dealing with a degree $j, p+1 \leq j \leq k$ in the first component. The changes $\Phi_{1}$, when considering the averaging of a term of order $x^{\ell} y^{m}$ introduce new terms of order $x^{\ell+i} y^{m-i}, i \geq 1$ (possibly depending on $\theta$ ). Moreover, when $\ell+m=p+1$ introduce terms $y O_{k-1}$ in the third component. At order $\ell+m>p+1$ they introduce terms of
order $O_{k+1}$ which can be forgotten. However they maintain the structure of the second component. Similarly, the changes $\Phi_{3}$, when averaging a term of order $x^{\ell} y^{m}$ in the third component add terms of order $x^{\ell+i} y^{m-i}, i \geq 1$ in the third component. Also, when $\ell+m=p$ they may introduce a term of order $k$ in the third component. That is why we proceed in the order indicated in the previous paragraph. Finally we do changes of the form $\Phi_{2}$ to average the terms of ordre $k$ of the second component while do not change the already obtained terms of order less or equal than $k$.
After having done these changes we arrive to a map of the form

$$
\widehat{F}\left(\begin{array}{l}
x  \tag{6.6}\\
y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
x+\bar{c} y+\widehat{C}_{p}(x, y) y+c_{k} x^{k}+\widehat{C}_{k+1}(x, y, \theta) \\
y+\bar{a}_{k} x^{k}+\widehat{A}_{k-1}(x, y) y+\widehat{A}_{k+1}(x, y, \theta) \\
\theta+\omega+\bar{d}_{p} x^{p}+\widehat{B}_{p-1}(x, y) y+\widehat{B}_{k}(x, y, \theta)
\end{array}\right) .
$$

Now we do a change $(x, y, \theta) \mapsto(\bar{c} x, y, \theta)$ which maintains the same form and changes the constant $\bar{c}$ to 1 .

Next, we consider the related two-dimensional map (independent of the angles)

$$
\begin{equation*}
G\binom{x}{y}=\binom{x+y+\widehat{C}_{p}(x, y) y+c_{k} x^{k}}{y+\bar{a}_{k} x^{k}+\widehat{A}_{k-1}(x, y) y}, \tag{6.7}
\end{equation*}
$$

and we do the changes to transform it to the normal form

$$
N\binom{x}{y}=\binom{x+y}{y+a_{k} x^{k}+\cdots+b_{\ell} x^{\ell-1} y+\ldots}+O_{k+1}
$$

given in [9]. The change to this normal form is known, and it is described in detail in [9]. To arrive to the normal form one has to do a sequence of changes of the form

$$
\begin{equation*}
C\binom{\xi}{\eta}=\binom{\xi+\Phi(\xi, \eta)}{\eta+\Psi(\xi, \eta)} \tag{6.8}
\end{equation*}
$$

where $\Phi$ and $\Psi$ are homogeneous polynomials of degree $j \geq 2$ to remove as many monomials of degree $j$ as possible. The inverse is

$$
\begin{equation*}
C^{-1}\binom{\xi}{\eta}=\binom{\xi-\Phi(\xi, \eta)}{\eta-\Psi(\xi, \eta)}+O_{2 j-1} \tag{6.9}
\end{equation*}
$$

We will use changes of order $j \geq p+1$. Then $2 j-1 \geq 2 p+1>k$, so that in our computations these terms do not play any role.
With these changes one can remove all terms of order $j$ except, in general, the terms $x^{j}$ and $x^{j-1} y$ in the second component of the map. We claim that in our case we can remove all terms of the first component (except de linear ones) without adding new terms in the second component. Indeed, assume inductively that $G$ has the form

$$
G\binom{x}{y}=\binom{x+y+\sum_{i=j}^{k} E_{i}(x, y)}{y+\bar{a}_{k} x^{k}+A_{k-1}(x, y) y}+O_{k+1},
$$

where $E_{i}$ is a homogeneous polynomial of degree $p+1 \leq i<k$. It very important to note that when $i \leq k-1, E_{i}(x, y)=y O_{i-1}$. Doing a change of the form (6.8) we obtain

$$
C^{-1} \circ G \circ C\binom{x}{y}=\binom{x+\Phi+y+\Psi-\Phi(x+y, y)+\sum_{i=j}^{k} E_{i}(x, y)}{y+\Psi-\Psi(x+y, y)}+O_{k+1} .
$$

If we want to remove all terms of order $j$ we need to solve

$$
\begin{array}{r}
\Phi(x, y)+\Psi(x, y)-\Phi(x+y, y)+E_{j}(x, y)=0, \\
\Psi(x, y)-\Psi(x+y, y)=0 .
\end{array}
$$

Since these equations are for homogeneous polynomiasl of degree $j$, actually we have a linear system for the coefficients of $\Phi$ and $\Psi$, given the coefficients of $E_{j}$. This system is studied in detail in [9]. We emphasize that here $E_{j}$ does not contain the term $x^{j}$. Then we can take $\Psi=0$ and then solve the first equation taking into account the mentioned property.

When $j=k$ we have

$$
\begin{aligned}
\Phi(x, y)+\Psi(x, y)-\Phi(x+y, y)+E_{k}(x, y) & =0, \\
\Psi(x, y)-\Psi(x+y, y)+a_{k} x^{k}+\widehat{A}_{k-1}(x, y) y & =0 .
\end{aligned}
$$

Now we are in the general situation and we get that the order $k$ terms of the normal form are

$$
\binom{0}{a_{k} x^{k}+b_{k-1} x^{k-1} y} .
$$

In Section 4 of [9] it is proved that the (parabolic) stable manifold of the map

$$
\binom{x+y}{y+a_{k} x^{k}+b_{k-1} x^{k-1} y}+O_{k+1}
$$

is unique. Let $C$ be the change that puts $G$ in the normal form $N$. Consider the change $(x, y, \theta) \mapsto$ $(C(x, y), \theta)$ that tranforms the map $\widehat{F}$ in (6.6) into a new map

$$
\check{F}\left(\begin{array}{l}
x  \tag{6.10}\\
y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
x+\bar{c} y+\check{C}_{k+1}(x, y, \theta) \\
y+\bar{a}_{k} x^{k}+b_{k-1} x^{k-1} y+\check{A}_{k+1}(x, y, \theta) \\
\theta+\omega+\bar{d}_{p} x^{p}+\check{B}_{p-1}(x, y) y+\check{B}_{k}(x, y, \theta)
\end{array}\right),
$$

The remainders of the first and second components are of order $k+1$ and uniformly bounded with respect to $\theta$. Then, all bounds of Section 4 of [9] are also valid here for the first and second components of the iterates of $\check{F}$ and we have uniqueness of the stable manifold of $\check{F}$. Undoing the (close to the identity) change, the stable manifold of $F$ is also unique.

### 6.2 Proof of Theorem 2.8

The proof of Theorem 2.8 is completely analogous to the one of Theorem 2.5. However, for the convenience of the reader we will sketch here an overview of the proof and the spaces and operators that have to be used.

An analogous argument to the one of the proof of Proposition 3.6 provides the expressions of the first coefficients of the parameteriaztions of $K$ and $Y$, namely those given in (2.7).
Proceeding inductively as described in the proof of Theorem 3.6 we obtain that given $n$ there exist $\mathcal{K}_{n}$ and $\mathcal{Y}_{n}=Y$ such that

$$
\begin{equation*}
X \circ \mathcal{K}_{n}-D \mathcal{K}_{n} \cdot Y=\mathcal{G}_{n} \tag{6.11}
\end{equation*}
$$

with $\mathcal{G}_{n}(u, \theta)=\left(O\left(u^{n+2}\right), O\left(u^{n+3}\right), O\left(u^{n+2}\right)\right)$.
Then we look for a $C^{1}$ function, $\Delta=\Delta(u, \theta), \Delta:[0, \rho) \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{2}$, analytic in $(0, \rho) \times \mathbb{T}^{d}$, satisfying

$$
\begin{equation*}
X \circ\left(\mathcal{K}_{n}+\Delta\right)-D\left(\mathcal{K}_{n}+\Delta\right) \cdot Y=0 . \tag{6.12}
\end{equation*}
$$

Moreover, we ask $\Delta$ to be of the form $\Delta=\left(\Delta^{x}, \Delta^{y}, \Delta^{\theta}\right)=\left(O\left(u^{n}\right), O\left(u^{n+1}\right), O\left(u^{n}\right)\right)$.
Using (6.11) we can rewrite (6.12) as

$$
\begin{equation*}
D \Delta \cdot Y=X \circ\left(\mathcal{K}_{n}+\Delta\right)-X \circ \mathcal{K}_{n}-\mathcal{G}_{n}, \tag{6.13}
\end{equation*}
$$

which is the functional equation that needs to be solved.
We fix $0<\beta<\pi$ and we consider the sector $S(\beta, \rho)$ for some $0<\rho<1$. We take the Banach spaces, for $n \in \mathbb{N}$, defined as

$$
\mathcal{Z}_{n}=\left\{f: S \times \mathbb{T}_{\sigma}^{d} \rightarrow \mathbb{C} \mid f \text { real analytic, }\|f\|_{n}:=\sup _{(u, \theta) \in S \times \mathbb{T}_{\sigma}^{d}} \frac{|f(u, \theta)|}{|u|^{n}}<\infty\right\}
$$

and we set equation (6.13) in the ball $\mathcal{B}_{\alpha} \subset \mathcal{Z}_{n}^{\times}=\mathcal{Z}_{n} \times \mathcal{Z}_{n+1} \times \mathcal{Z}_{n}$, endowed with the product norm. We define the operators $\mathcal{S}_{n}: \mathcal{Z}_{n} \rightarrow \mathcal{Z}_{n}$ and $\mathcal{N}_{n}: \mathcal{Z}_{n}^{\times} \rightarrow \mathcal{Z}_{n+1}^{\times}$analogously as in Definitions 4.13 and 4.16, and we obtain the bounds

$$
\left\|\mathcal{S}_{n}^{-1}\right\| \leq \frac{1}{\mu n}, \quad \mu \in\left(0,2 \bar{Y}_{2}^{x} \cos (\beta / 2)\right), \quad n \geq 1
$$

and

$$
\begin{aligned}
& \operatorname{Lip} \mathcal{N}_{n}^{x} \leq \sup _{\theta \in \mathbb{T}_{\sigma}^{d}}|c(\theta)|+M_{n} \rho, \\
& \operatorname{Lip} \mathcal{N}_{n}^{y} \leq \max \left\{\sup _{\theta \in \mathbb{T}_{\sigma}^{d}}|b(\theta)|, \sup _{\theta \in \mathbb{T}_{\sigma}^{d}} b(\theta) / 2 c(\theta)\right\}+M_{n} \rho, \\
& \operatorname{Lip} \mathcal{N}_{n}^{\theta} \leq \sup _{\theta \in \mathbb{T}_{\sigma}^{d}}|d(\theta)|+M_{n} \rho .
\end{aligned}
$$

Finally, we have that $\mathcal{T}_{n}=\mathcal{S}_{n}^{-1} \circ \mathcal{N}_{n}$ is contractive in $\mathcal{B}_{\alpha}$, which provides a solution, $\Delta$, to (6.12) and concludes the proof of Theorem 2.8.

### 6.3 Unstable manifolds

The results of this paper concern the existence on stable invariant manifolds. However, completely analogous results to Theorems 2.1 and 2.5 hold true for the existence of unstable manifolds assuming that $\bar{R}_{k}^{x}>0$ and $\bar{Y}_{K}^{x}>0$, respectively. Moreover, a formal approximation $\mathcal{K}_{n}$ obtained in Theorems 3.2 and 3.6, with $\bar{R}_{k}^{x}>0$ and $\bar{Y}_{K}^{x}>0$, respectively, is an approximation of a parameterization of a true unstable manifold.

The results of existence of unstable manifolds for vector fields are obtained by just revesing time $t \mapsto-t$ and applying the results of existence to the new vector field, as we already have done in the applications in Section 2.3.

For the case of maps, if F satisfies the hypotheses of Theorem 2.1, the results for the unstable manifolds are obtained from the stated theorem without having to compute explicitely the inverse map $F^{-1}$. We show it in this section.
To clarify the notation, we will refer to $\mathcal{K}_{n}^{-}$and $\mathcal{R}_{n}^{-}$as approximations of the parametrizations obtained in Proposition 3.2 corresponding to the stable manifold and the restricted dynamics on it (namely, with $\bar{R}_{k}^{x}<0$ ), and to $\mathcal{K}_{n}^{+}$and $\mathcal{R}_{n}^{+}$as the parameterizations of the unstable manifold and the restricted dynamics inside it (with $\bar{R}_{k}^{x}>0$ ).
Next we show that the approximation $\mathcal{K}_{n}^{+}$provided in Proposition 3.2 is an approximation of a parameterization of a true unstable manifold, $\widehat{K}^{+}$, of $F$, asymptotic to $\mathcal{T}^{d}$. Moreover, the dynamics on $\widehat{K}^{+}$can be parameterized by a map $\widehat{R}^{+}$that is also approximated by $\mathcal{R}_{n}^{+}$. As in the stable case, such pairs of maps also satisfy

$$
\widehat{K}^{+}(t, \theta)-\mathcal{K}_{n}^{+}(t, \theta)=\left(O\left(t^{n+1}\right), O\left(t^{n+k}\right), O\left(t^{n+2 p-k}\right)\right),
$$

and

$$
\widehat{R}^{+}(t, \theta)-\mathcal{R}_{n}^{+}(t, \theta)= \begin{cases}\left(O\left(t^{2 k-1}\right), 0\right) & \text { if } n \leq k \\ (0,0) & \text { if } n>k\end{cases}
$$

Assume we have a map of the form (2.1). By Proposition 3.2, there exist approximations $\mathcal{K}_{n}^{+}$and $\mathcal{R}_{n}^{+}$such that

$$
\begin{equation*}
\mathcal{G}_{n}=F \circ \mathcal{K}_{n}^{+}-\mathcal{K}_{n}^{+} \circ \mathcal{R}_{n}^{+}=\left(O\left(t^{n+k}\right), O\left(t^{n+2 k-1}\right), O\left(t^{n+2 p-1}\right)\right), \tag{6.14}
\end{equation*}
$$

with

$$
\mathcal{R}_{n}^{+}(t, \theta)=\binom{t+\bar{R}_{k}^{x} t^{k}+O\left(t^{k+1}\right)}{\theta+\omega}
$$

and $\bar{R}_{k}^{x}>0$, which means that $\mathcal{R}_{n}^{+}$is a repellor in the normal directions of $\mathcal{T}$. Also, $\mathcal{R}_{n}^{+}$is invertible and we have

$$
\left(\mathcal{R}_{n}^{+}\right)^{-1}(t, \theta)=\binom{t-\bar{R}_{k}^{x} t^{k}+O\left(t^{k+1}\right)}{\theta-\omega},
$$

and

$$
F^{-1}\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
x-c(\theta-\omega) y+c(\theta-\omega) a_{k}(\theta-\omega)(x-c(\theta-\omega) y)^{k}+\check{A}(x, y, \theta) \\
y-a_{k}(\theta-\omega)(x-c(\theta-\omega) y)^{k}+\check{B}(x, y, \theta) \\
\theta-\omega-d_{p}(\theta-\omega)(x-c(\theta-\omega) y)^{p}+\check{C}(x, y, \theta)
\end{array}\right),
$$

with $\check{A}(x, y, \theta), \check{B}(x, y, \theta)=O\left(\|(x, y)\|^{k+1}\right)+y O\left(\|(x, y)\|^{k-1}\right)$, and $\check{C}(x, y, \theta)=O\left(\|(x, y)\|^{p+1}\right)+$ $y O\left(\|(x, y)\|^{p-1}\right)$.
Composing by $F^{-1}$ by the left in (6.14) and using Taylor's Theorem, we get

$$
\begin{align*}
\mathcal{K}_{n}^{+} & =F^{-1} \circ\left(\mathcal{K}_{n}^{+} \circ \mathcal{R}_{n}^{+}+\mathcal{G}_{n}\right) \\
& =F^{-1} \circ\left(\mathcal{K}_{n}^{+} \circ \mathcal{R}_{n}^{+}\right)+D F^{-1} \circ\left(\mathcal{K}_{n}^{+} \circ \mathcal{R}_{n}^{+}\right) \cdot \mathcal{G}_{n}+O\left(\mathcal{G}_{n}^{2}\right), \tag{6.15}
\end{align*}
$$

and then composing by $\left(\mathcal{R}_{n}^{+}\right)^{-1}$ by the right we obtain

$$
\begin{equation*}
F^{-1} \circ \mathcal{K}_{n}^{+}-\mathcal{K}_{n}^{+} \circ\left(\mathcal{R}_{n}^{+}\right)^{-1}=\left(O\left(t^{n+k}\right), O\left(t^{n+2 k-1}\right), O\left(t^{n+2 p-1}\right)\right) . \tag{6.16}
\end{equation*}
$$

There exists a change of variables $\phi$ that transforms $F^{-1}$ into $H:=\phi^{-1} \circ F^{-1} \circ \phi$ which is of the form

$$
H\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
x+c(\theta) y \\
y+a_{k}(\theta) x^{k}+\check{D}(x, y, \theta) \\
\theta-\omega-d_{p}(\theta) x^{p}+\check{G}(x, y, \theta)
\end{array}\right),
$$

where $\check{D}(x, y, \theta)$ and $\check{G}(x, y, \theta)$ satisfy the properties (2.3). Note that he map $H$ is of the form (2.1) (with $\omega$ of opposite sign). Moreover, composing by $\phi^{-1}$ by the left in (6.16) and using Taylor's Theorem as in (6.15), we get

$$
\phi^{-1} \circ F^{-1} \circ \mathcal{K}_{n}^{+}-\phi^{-1} \circ \mathcal{K}_{n}^{+} \circ\left(\mathcal{R}_{n}^{+}\right)^{-1}=\left(O\left(t^{n+k}\right), O\left(t^{n+2 k-1}\right), O\left(t^{n+2 p-1}\right)\right),
$$

which is equivalent to

$$
H \circ \phi^{-1} \circ \mathcal{K}_{n}^{+}-\phi^{-1} \circ \mathcal{K}_{n}^{+} \circ\left(\mathcal{R}_{n}^{+}\right)^{-1}=\left(O\left(t^{n+k}\right), O\left(t^{n+2 k-1}\right), O\left(t^{n+2 p-1}\right)\right) .
$$

Hence, $H, \phi^{-1} \circ \mathcal{K}_{n}^{+}$and $\left(\mathcal{R}_{n}^{+}\right)^{-1}$ are analytic maps that satisfy the hypotheses of Theorem 2.3, where here the vector of frequencies is $-\omega$. Therefore, by Theorem 2.3, there exist a map $K^{+}$: $[0, \rho) \times \mathbb{T}^{d} \rightarrow \mathbb{R}^{2} \times \mathbb{T}^{d}$, analytic in $(0, \rho) \times \mathbb{T}^{d}$, and an analytic map $R^{+}:(-\rho, \rho) \times \mathbb{T}^{d} \rightarrow \mathbb{R} \times \mathbb{T}^{d}$ such that

$$
\begin{equation*}
H \circ K^{+}=K^{+} \circ R^{+}, \tag{6.17}
\end{equation*}
$$

and moreover it holds that

$$
\begin{gather*}
K^{+}(t, \theta)-\phi^{-1} \mathcal{K}_{n}^{+}(t, \theta)=\left(O\left(t^{n+1}\right), O\left(t^{n+k}\right), O\left(t^{n+2 p-k}\right)\right),  \tag{6.18}\\
R^{+}(t, \theta)-\left(\mathcal{R}_{n}^{+}\right)^{-1}(t, \theta)= \begin{cases}\left(O\left(t^{2 k-1}\right), 0\right) & \text { if } n \leq k, \\
(0,0) & \text { if } n>k .\end{cases} \tag{6.19}
\end{gather*}
$$

Also, composing by $\phi$ by the left in (6.17) we have

$$
F^{-1} \circ \phi \circ K^{+}=\phi \circ K^{+} \circ R^{+},
$$

which means that $\phi \circ K^{+}$is a parameterization of a stable manifold of $F^{-1}$, and the restricted dynamics on this stable manifold is given by the map $R^{+}$, which, using (6.19), is of the form

$$
\begin{equation*}
R^{+}(t, \theta)=\binom{t-\bar{R}_{k}^{x} t^{k}+O\left(t^{k+1}\right)}{\theta-\omega} \tag{6.20}
\end{equation*}
$$

with $\bar{R}_{k}^{x}>0$.
As a consequence, $\phi \circ K^{+}$is a parameterization of an unstable manifold of $F$, analytic in $(0, \rho) \times \mathbb{T}^{d}$, for some $\rho>0$. Moreover, composing by $\phi$ in (6.18) and using Taylor's Theorem, we have

$$
\phi\left(K^{+}(t, \theta)\right)-\mathcal{K}_{n}^{+}(t, \theta)=\left(O\left(t^{n+1}\right), O\left(t^{n+k}\right), O\left(t^{n+2 p-k}\right)\right),
$$

that is, $\phi \circ K^{+}$is approximated by the parameterization $\mathcal{K}_{n}^{+}$obtained in Proposition 3.2. Denoting $\widehat{K}^{+}:=\phi \circ K^{+}$we recover the notation used at the beginning of the section.
Finally, note that since $R^{+}$represents the restricted dynamics of $F^{-1}$ on the stable manifold $\phi \circ K^{+}$, then $\left(R^{+}\right)^{-1}$ represents the restricted dynamics of $F$ on the unstable manifold $\phi \circ K^{+}$. By the form of (6.20) we have

$$
\left(R^{+}\right)^{-1}(t, \theta)=\binom{t+\bar{R}_{k}^{x} t^{k}+O\left(t^{k+1}\right)}{\theta+\omega},
$$

with $\bar{R}_{k}^{x}>0$, and hence, finally,

$$
\left(R^{+}\right)^{-1}(t, \theta)-\mathcal{R}_{n}^{+}(t, \theta)= \begin{cases}\left(O\left(t^{2 k-1}\right), 0\right) & \text { if } n \leq k, \\ (0,0) & \text { if } n>k,\end{cases}
$$

as we claimed at the beginning of the section. Concretely, we recover the notation given at the beginning of the section denoting $\widehat{R}^{+}:=\left(R^{+}\right)^{-1}$.
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